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Abstract:  
One of the main predictions of principal-agent theory, the “informativeness principle”, is 
often violated in practice. We propose an explanation that emphasizes the role played 
by the change in the form of the optimal contract that follows an improvement in 
informativeness. We show that the overall gains from a less noisy performance measure 
emanate from two sources: the direct effect of a change in the volatility of the 
performance measure, and the effect of the induced change on the form of the optimal 
compensation contract. We emphasize that the direct effect can either largely under-
estimate or largely overtimate the overall gains from improved informativeness, and we 
show that these gains can even be nil in some instances. 
 

Keywords: Executive compensation, pay-for-luck, principal-agent model, relative 
performance evaluation, stock-options 

 

JEL Classification: D86, J33 
 



“One should try to use the most informative or precise measurement of the agent’s economic

activity, or what is called in statistics a summary or sufficient statistic. This result underlies much

of the thinking about managerial compensation, the quest for good metrics to reward employees or

division managers.” Jean Tirole, The Theory of Corporate Finance

As emphasized in this introductory quote, the design of performance mesures should in

theory rely on the so-called “informativeness principle”, which is arguably one of most impor-

tant results of principal-agent theory. It is supported by results in Shavell (1979), Holmstrom

(1979), Gjesdal (1982), Grossman and Hart (1983), Kim (1995), and is reviewed in the text-

books of Salanié (1997), Laffont and Martimort (2002), and Bolton and Dewatripont (2005).1

However, numerous violations of this principle have been identified in the empirical literature.

They include the absence of relative performance evaluation (Aggarwal and Samwick (1999),

Murphy (1999)), pay-for-luck (Bertrand and Mullainathan (2001)), i.e., a positive sensitivity

of pay to exogenous and contractible shocks to performance, and grants of stock-options to

non-CEOs (Core and Guay (2001), Oyer and Schaefer (2005)). This paper proposes a novel,

albeit partial, explanation based on constraints on contracting.

Many papers refer to the “informativeness principle” to argue that any contract which

does not filter out exogenous and contractible shocks to performance is suboptimal, in a

standard model of moral hazard. However, there is little research on the value of improved

informativeness. This is an important question: if it is sufficiently low in certain contexts, then

the gains may not outweigh the direct and possibly indirect costs of altering the compensation

system. In any case, informativeness could then, in those instances at least, be treated as a

side-issue.

A recent paper by Dittmann, Maug and Spalt (2011) assesses the value of increased infor-

1Shavell (1979) shows that additional information on the agent’s effort has positive value. Gjesdal (1982)
and Grossman and Hart (1983) show that if the information structure A is sufficient for the information
structure B in the sense of Blackwell, then A is associated with a lower agency cost than B. Holmstrom
(1979) shows that any signal which is informative about the agent’s action will be included in the compensation
contract. Lastly, Kim (1995) shows that the information structure A is more efficient than B if the cumulative
distribution function of the likelihood ratio under A is a mean-preserving spread of the one under B.
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mativeness in a principal-agent model of CEO pay. Their calibration approach enables them

to assign dollar values to changes in informativeness for a sample of U.S. CEOs. A limitation

of their approach is that they take the form of the compensation contract as given.2 In this

paper, we emphasize that it is important to assess not only the direct effect of increased in-

formativeness, holding all else constant, but also its indirect effect on the form of the optimal

contract.

To incorporate this indirect effect, we derive endogenously the form of the optimal contract

in a stylized principal-agent model of effort choice. We use a setting similar to Innes (1990),

which is now standard in many fields, including corporate finance (e.g. Tirole (2006)). In

particular, the principal and the agent are risk neutral, the agent is protected by limited

liability, and the sensitivity of pay to performance is bounded from above.3 As in Innes, we

first show that call-options-based compensation is optimal, for any level of informativeness of

the performance measure.4

We then assess the gains achievable by altering the informativeness of the performance

measure. In practice, this can be achieved by filtering out exogenous shocks to performance,

for example. Once the change in the shape of the compensation contract (which we refer

to as the “indirect effect”) is accounted for, we show both theoretically and numerically

that these gains are not only minimal in some instances, but also much smaller than with a

partial equilibrium approach which omits this indirect effect. This is the case for low-powered

2Their approach consists in calibrating a CRRA-lognormal model to a sample of CEOs. Since this model
does not generate observed compensation contracts (Dittmann and Maug (2007)), they cannot endogeneize
the contract. Instead, following a change in the informativeness or “indexing” of stock-options, they postulate
that the fixed salary and the number of restricted shares adjusts to satisfy the participation and the incentive
constraints.

3The model of Innes is also presented in the textbooks of Bolton and Dewatripont (2005, section 4.6.2)
and Tirole (2006, section 3.6). Even though the informativeness principle was originally derived in a model
with a risk averse agent, it extends to settings with a risk neutral agent protected by limited liability. This
point is made clear for example in Tirole (2006), in a setting without any constraint on contracting except
for limited liability – see section 3.2.6., page 123 of the first edition, especially footnote 23.

4By contrast, a standard CRRA-lognormal principal-agent model cannot explain the use of stock-options
(Hall and Murphy (2002), Dittmann and Maug (2007)). This being said, Hemmer, Kim, and Verrecchia (2000)
can generate convex compensation contracts in a HARA-gamma framework, while Dewatripont, Legros, and
Matthews (2003) show that stock-options (or equivalently a levered firm with equity held by the agent and
debt held by outside investors) can be optimal in a model with a risk averse agent and renegotiation after
effort is observed.
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incentives when the performance measure is normally distributed, for example, in which case

the overall gains are even nil in the limit, as incentives are extremely low-powered. Thus, to

the extent that improving the informativeness of the performance measure is (even slightly)

costly, there will be instances when it is suboptimal to do so. By showing that pay-for-luck

(Bertrand and Mullainathan (2001)) and stock-options can be optimal even when the cost

of improving the informativeness of the performance measure is very low, the model can

contribute to explain both the compensation base and the main form of compensation of

most executives.5

This result is explained by the presence of constraints on contracting. Because both the

limited liability constraint and the upper bound constraint on the pay-performance sensitivity

are binding in equilibrium, and because a call option contract is optimal for any given variance

of the performance measure (as in Innes (1990)), the exercise price of the compensation

contract adjusts for incentive compatibility. In particular, a change in the variance of the

performance measure induces a change in the exercise price. We show that, for sufficiently

high-powered incentives and a normally distributed performance measure, the exercise price

increases following a reduction in the variance of the performance measure, which further

reduces the agency rent. In this case, improving the informativeness of the performance

measure is beneficial because of the well-known direct effect on the agency rent and because

of this indirect effect on the exercise price. However, for sufficiently low-powered incentives,

the exercise price diminishes following a reduction in the variance of the performance measure,

which contributes to increase the expected payout from the contract and therefore the agency

rent. In this case, the adverse change in the exercise price mitigates the gains from improved

informativeness.

Other explanations for pay-for-luck have been proposed in the literature. Oyer (2004)

shows that pay-for-luck may be optimal if the value of employees’ outside options vary with

5Murphy (1999) shows that stock-options are the major component of CEO pay. Frydman and Jenter
(2010) corroborate this finding for the 2000-2005 period. In addition, many firms grant stock-options not only
to their CEOs, but also to most of their employees (Oyer and Schaefer (2005)).
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economic conditions and if re-contracting is costly. Garvey and Milbourn (2006), Danthine

and Donaldson (2008), Axelson and Baliga (2009), and Gopalan, Milbourn and Song (2010)

also propose explanations for pay-for-luck (this literature is reviewed in Edmans and Gabaix

(2009)). It may also be preferable to base compensation on measures of output rather than

measures of input when the agent has some private information on the production technology

(Raith (2008)).

Section 1 presents the model. Section 2 derives the form of the optimal contract as a

function of the performance measure, for a given variance of the performance measure. Given

this form of the optimal contract, section 3 derives the gains from a reduction in the variance

of the performance measure. Section 4 concludes. All proofs are in the Appendix.

1 The model

We consider a standard stylized principal-agent model of effort choice in the spirit of Innes

(1990), in which a firm is owned by a principal and managed by an agent. The timeline is

the following. At time −1, the principal offers a compensation contract W to the agent. At

time 0, the agent chooses her level of effort e. Effort affects the probability distribution of

contractible profits x̃, which are realized at time 1. The problem of the principal is to design

the compensation contract to maximize the expected value of profits x̃ net of the expected

cost of compensation.6 The discount factor is zero.

The agent is risk neutral. She maximizes her expected payment net of effort cost. Her

reservation wage is normalized at zero. At time 0, she exerts either low effort e = 0 at no

cost, or high effort e = ē at cost C (in monetary terms). The choice of e is unobservable.

6Thus, we adopt the approach which is most standard in the literature, but in doing so we differ from
Innes (1990). Mathematically, in this paper the objective function of the principal is maximized subject to the
incentive constraint and a minimum value for the objective function of the agent, whereas in the Innes paper
the objective function of the agent (the entrepreneur) is maximized subject to the same incentive constraint
and a minimum value for the objective function of the principal (the investor). As explained in the footnote
2 of the Innes paper, these two optimization problems yield the same optimal contracts. Indeed, the set of all
feasible efficient contracts is obtained by adjusting the minimum value for the objective function of the agent
in this paper, or by adjusting the minimum value for the objective function of the principal in Innes’ paper.
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We assume that profits may be written as x̃ = e + ṽ + ε̃. The random variable ṽ is

unobservable, and normally distributed, with mean zero and variance σ2. The random variable

ε̃ is normally distributed, with mean zero and variance σ̄2 − σ2. The two random variables ṽ

and ε̃ are independent. The normal distribution facilitates tractability and suits our purposes:

we need a probability distribution which satisfies the monotone likelihood ratio property, and

for which mean-preserving spreads can be generated by altering one parameter (the logistic

distribution shares these properties, but it is not as tractable for our purposes). For these

reasons and others, the normal distribution is often used in the related literature. We discuss

the robustness of our results to this normality assumption, and its limitations, in section 3.2.

Moreover, since we focus on informativeness improvements at the margin, we assume that

σ̄− σ is arbitrarily small. Notice that expected profits are equal to the agent’s effort – this is

without loss of generality: expected profits could be equal to the agent’s effort plus a constant.

Crucially, the agent’s compensation is not contingent on x̃ per se, but on a measure of

performance π̃. This measure of performance may or may not include ε̃: we assume that a

technology allows the firm to filter out the shock ε̃ if it pays the cost κ at time −1.7 More

precisely, we let the dummy variable δ be equal to zero if the firm filters the shock ε̃ out of the

measure of performance π̃, and equal to one otherwise, so that the measure of performance

writes as:

π̃ = e+ ṽ + δε̃ (1)

Thus, for δ = 1, the shock ε̃ is not filtered out of the measure of performance, and the agent

is “paid-for-luck”. On the contrary, for δ = 0, the shock ε̃ is filtered out of the measure of

performance, whose informativeness is therefore maximized.

Roughly speaking, we study the value of informativeness in terms of a mean-preserving

reduction in the dispersion of probability mass. This is apparent in the decomposition of x̃

7Several interpretations are possible. The firm may make the agent’s compensation contingent upon an
index calculated by a third party. Alternatively, the firm may use risk management techniques to reduce the
volatility of profits, in which case π̃ with δ = 1 represents the profits without risk management, and π̃ with
δ = 0 represents the profits with risk management.
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into the agent’s effort, and two independent white noises. Since x̃ is additive in these three

terms, filtering out the white noise ε̃ leads to a mean-preserving change in the distribution of

the performance measure π̃ in the sense of second-order stochastic dominance. We refer to

these changes as improvements in informativeness.

Given δ ∈ {0, 1}, let σ2(δ) denote the variance of π̃, so that σ2(δ) = σ2 + δ2(σ̄2 − σ2),

and σ(δ) ∈ {σ, σ̄}. Notice that choosing δ ∈ {0, 1} is equivalent to choosing σ ∈ {σ, σ̄}. To

alleviate notations, we will write σ instead σ(δ) in what follows. We let ϕ and Φ denote the

p.d.f. and the c.d.f. of the standard normal variable, respectively, and ψ denote the p.d.f. of

π̃, for a given σ. The likelihood ratio is

LR(i) ≡ ψ(π = i|e = ē)− ψ(π = i|e = 0)

ψ(π = i|e = 0)
=
ϕ
(
i−ē
σ

)
− ϕ

(
i
σ

)
ϕ
(
i
σ

) (2)

It is strictly increasing in i, so that the monotone likelihood ratio property is satisfied. For

any given σ ∈ [σ, σ̄], let Ẑ be implicitly defined by

ϕ
(Ẑ − ē

σ

)
≡ ϕ

(Ẑ
σ

)
(3)

which implies that Ẑ = ē
2
. Note that Ẑ is the exercise price such that the likelihood ratio

in (2) is zero when evaluated at i = Ẑ: Ẑ is the least informative performance. Since the

likelihood ratio is strictly increasing, LR(i) > 0 if and only if i > Ẑ.

The contract offered by the principal to the agent specifies the payment to the agent W (π)

as a function of the realization of the measure of performance π̃. We follow Innes (1990) in

making two important assumptions which restrict the set of feasible contracts. First, we

assume that the agent is protected by limited liability and cannot earn more than π, so that

0 ≤ W (π) ≤ max{π, 0}, for any value of π. Second, we assume that the pay-performance-

sensitivity is bounded from above: W ′(π) ≤ b for all π, where b ∈ (0, 1]. Innes (1990) sets

b = 1, and justifies this constraint on two grounds. First, if it did not hold on some interval,
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then the agent could borrow on her own account to artificially increase the value of π on

this interval, thus undoing the contract on this interval. Second, the principal would have

incentives to exercise his control rights to “burn profits” or sabotage the firm on this interval,

since for any given increase of the performance measure on this interval, payments to the

agent increase even more. This would also undo the contract on the interval in question.

Given a contract W (π) and a level of effort e, the expected payment to the agent is

E[W (π̃)|e] =
∫ ∞
−∞

W (π)ψ(π|e)dπ

For a contract which is such that the agent optimally chooses e = ē, we define the agent’s

agency rent as her expected payment in equilibrium net of effort cost:

AR ≡ E[W (π̃)|e = ē]− C (4)

If E[π̃|e = ē]−E[π̃|e = 0] > C, then the first-best is defined by e = ē and E[W (π̃)|e = ē] = C

: the agent is only compensated for her cost of effort to guarantee her participation, and she

does not derive any agency rent.

We assume that C is sufficiently low for the implementation of e = ē rather than e = 0

to be second-best optimal (the problem would be trivial otherwise, with an optimal contract

such that W (π) = 0 for all π). At the second-best, the problem of the principal is therefore

to elicit e = ē while minimizing the expected cost of compensation in equilibrium, which is

equivalent to minimizing the agency rent in (4) net of the cost κ of setting δ = 0 if incurred.

The incentive constraint, which guarantees that the agent chooses e = ē rather than e = 0, is

E[W (π̃)|e = ē] ≥ E[W (π̃)|e = 0] + C (5)

A contract which satisfies this constraint is said to be incentive-compatible. The incentive

constraint will be binding at the optimum (suppose that it is not: then it is possible to
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reduce E[W (π̃)|e = ē] without violating any constraint, which diminishes the agency rent in

(4)), which implies that a constant wedge of C must be maintained between the expected

payment conditional on high effort and the expected payment conditional on low effort. At

the optimum, the agency rent defined in (4) is therefore:

AR = E[W (π̃)|e = 0] (6)

If E[W (π̃)|e = 0] is strictly positive, then the expected payment to the agent conditional on

high effort will need to exceed the level required to compensate her for the cost of effort C, in

order to provide adequate incentives for high rather than low effort. This in turn generates

a positive agency rent. Finally, to guarantee that an incentive-compatible optimal contract

exists, we assume for reasons which will become clear later that, for any σ ∈ {σ, σ̄},

∫ ∞
0

π(ψ(π|e = ē)− ψ(π|e = 0))dπ >
C

b
(7)

In summary, the principal chooses the volatility of the performance measure, and the func-

tional form relating the agent’s pay to her performance measure. First, the principal chooses

δ ∈ {0, 1}, which is equivalent to choosing the standard deviation σ of the performance mea-

sure π̃ in {σ, σ̄}, as already noted. Second, the principal chooses the form of the compensation

contract W (π) subject to the aforementioned constraints. His problem may thus be written

as

min
W (π),δ

E[W (π̃)|e = 0]− (1− δ)κ s.t. E[W (π̃)|e = ē] = E[W (π̃)|e = 0] + C

and 0 ≤ W (π) ≤ max{π, 0} for all π and W ′(π) ≤ b for all π and δ ∈ {0, 1}
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2 The form of the optimal contract

The model described in the preceding section is very similar to the one in Innes (1990).

Differences include a reversal of the roles of principal and agent (as discussed in footnote 5),

a choice between two levels of effort only to simplify the analysis, and the assumption that

profits are normally distributed (Innes only requires the probability distribution to satisfy

the monotone likelihood ratio property).8 As expected, the result on the form of the optimal

contract that we derive in this section is roughly the same as in Innes (1990).

In this section, we take the variance of the performance measure σ2 as given. The optimal

contract therefore solves the following problem:

min
W (π)

E[W (π̃)|e = 0] (8)

subject to

E[W (π̃)|e = ē]− C = E[W (π̃)|e = 0] (9)

W (π) ≥ 0 for all π (10)

W (π) ≤ max{π, 0} for all π (11)

W ′(π) ≤ b for all π (12)

If the optimal contract exists, then it takes the following form:

Proposition 1: The optimal contract is characterized by W (π) = 0 for all π < Z, and

W ′(π) = b for all π > Z, for a given positive Z.

8One consequence of these differences is that deviations from the first-best take different forms. In Innes
(1990), the degree of inefficiency is measured by the difference between the first-best level of effort and the
second-best level of effort to which the agent can commit. Hence the importance of allowing for a continuum
of effort levels in the Innes paper. In this paper, the objective is instead to minimize the agency rent received
by the agent.
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The two forces that drive this result are the constraints on contracting and the increasing

likelihood ratio of the normal distribution. The intuition is as in Innes (1990). The absolute

value of the likelihood ratio is highest at the tails of the distribution of π̃, which means

that performances are most informative about the level of effort chosen by the agent at

the tails of the distribution. In addition, the left tail cannot be used for incentive purposes

because of the limited liability constraint, so that incentives are concentrated on the right tail.

With an upper-bound on the sensitivity of pay to performance, the optimal contract involves

call options on π̃ with a slope that binds this upper-bound constraint. This maximizes the

likelihood that positive payments are received by an agent who exerted high effort rather than

an agent who exerted low effort, which minimizes the agency rent.

In addition, we know the following about the exercise price Z of the call options.

Lemma 1: There is one and only one positive Z which satisfies the incentive constraint

in (5) as an equality.

We denote the value of Z which satisfies the incentive constraint as an equality for a given

value of σ by Z(σ). As established in section 1, the exercise price Z(σ) of the optimal contract

is set to bind the incentive constraint, so that it solves the following equation:

∫ ∞
Z(σ)

b(π − Z(σ))(ψ(π|e = ē)− ψ(π|e = 0))dπ = C (13)

Corollary 1: Z(σ) is strictly decreasing in C.

The higher the cost of effort C, the higher-powered incentives must be, and the lower Z(σ)

is. This result is important, because the value of Z(σ) will play a crucial role in the next

section.
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To summarize, the optimal contract is

W (π) = max{0, b(π − Z(σ))} (14)

This formula is the payoff of a quantity b of call options on π with exercise price Z(σ). It is

noteworthy that this result holds for any variance σ2 of the probability distribution of π̃.

3 The value of increased informativeness

3.1 Theoretical results

We now determine the gains from increased informativeness. More precisely, we relate the

agency rent to the variance σ2 of the performance measure π̃.

Since the contract in (14) is optimal and satisfies the constraints (9), (10), (11), and (12)

for any σ ∈ {σ, σ̄}, the problem of the principal is to choose σ in order to minimize the agency

rent net of the cost κ of setting δ = 0 with a compensation contract as in (14), where Z(σ)

solves (13). This optimization problem may be written as

min
δ

∫ ∞
Z(σ)

b(π − Z(σ))ψ(π|e = 0)dπ − (1− δ)κ s.t. (13) and δ ∈ {0, 1} (15)

We first establish three preliminary results.

Lemma 2: dZ(σ)
dσ

> 0 if and only if Z > Ẑ.

Lemma 3: For a given σ ∈ {σ, σ̄}, dAR(σ)
dσ

> 0 if and only if

ϕ
(
Z(σ)−ē

σ

)
− ϕ

(
Z(σ)
σ

)
ϕ
(
Z(σ)
σ

) <
Φ
(
Z(σ)
σ

)
− Φ

(
Z(σ)−ē

σ

)
1− Φ

(
Z(σ)
σ

) (16)
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Lemma 4:

lim
Z→∞

Φ
(
Z(σ)
σ

)
− Φ

(
Z(σ)−ē

σ

)
1− Φ

(
Z(σ)
σ

) −
ϕ
(
Z(σ)−ē

σ

)
− ϕ

(
Z(σ)
σ

)
ϕ
(
Z(σ)
σ

) = 0 (17)

We can now state the main results of the paper:

Proposition 2:

dAR(σ)

dσ
<
∂AR(σ)

∂σ
if and only if Z > Ẑ (18)

dAR(σ)

dσ
−→Z→∞ 0 and

dAR(σ)
dσ

∂AR(σ)
∂σ

−→Z→∞ 0 (19)

Corollary 2:

dAR(σ)

dσ
−→C→0 0 and

dAR(σ)
dσ

∂AR(σ)
∂σ

−→C→0 0 (20)

The first result of Proposition 2 says that the gains from improved informativeness (i.e.,

from a lower σ) are larger when assessed with the partial derivative than with the total

derivative if and only if Z is larger than Ẑ, which is by construction the least informative

performance (the likelihood ratio is equal to zero at Z = Ẑ). The second result of proposition

2 implies that, as the exercise price Z approaches infinity, improving informativeness does not

decrease the agency rent. The third result implies that, as Z approaches infinity, the gains

from improved informativeness are infinitely larger when assessed with the partial derivative

than with the total derivative.

Because of the assumption that σ̄2 − σ2 is arbitrarily small, we can use a first-order

approximation to determine whether it is optimal for a firm to filter the shock ε̃ out of the

13



measure of performance π̃. It is optimal to do so if and only if

dAR(σ)

dσ
(σ̄ − σ) > κ (21)

Corollary 2 then enables us to conclude that, for any κ > 0, it is suboptimal to set δ = 1 and

filter out the shock ε̃ as C → 0 (i.e., the cost of effort approaches zero). In this case, if it is

costly to put in place a mechanism that enhances informativeness, then it is not optimal to

do so, no matter how small the cost κ. Thus, for any κ > 0, the model predicts that pay for

luck is optimal if C → 0.

The reason behind this counterintuitive result is the following. A change in the variance of

the performance measure has two effects on the agency rent. First, the well-known “volatility

effect” is the change in the expected payoff of a call option following a change in the variance

of the performance measure. Second, the “exercise price effect” is the change in the expected

payoff of a call option due to the change in the exercise price Z(σ) needed for the incentive

constraint to still be satisfied as an equality following a change in σ. Interestingly, the exercise

price effect can either reinforce or countervail the volatility effect. For high-powered incentives

(Z < Ẑ), then dZ(σ)
dσ

< 0 (see Lemma 2), so that the volatility effect and the exercise price

effect both lead to a lower agency rent as σ is reduced. In particular, this is the case with a

linear contract, since a linear contract is obtained in the limit, as Z(σ) approaches −∞. For

low-powered incentives, however (Z > Ẑ), then dZ(σ)
dσ

> 0, so that the exercise price effect

partly offsets the volatility effect. In this case, reducing σ decreases the incentive-compatible

exercise price Z(σ), which increases the expected payoff of a call option contract, ceteris

paribus, which results in a higher agency rent. Proposition 2 says that, as incentives become

sufficiently low-powered (C → 0, so that Z → ∞), the exercise price effect fully offsets the

volatility effect. In this limit case, the variance of the performance measure is irrelevant for

the agency rent. This reasoning makes clear that we must consider the total effect of a change

in the precision of the performance measure on the optimal contract, not just a partial effect
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holding the exercise price constant.

3.2 Robustness

The existence of the exercise price effect is largely robust to the probability distribution. In-

deed, in the model, as in Innes (1990), at the optimum either the limited liability constraint

or the upper bound on the sensitivity of pay to performance binds (the only required distri-

butional assumptions for this result to hold are the monotone likelihood ratio property and a

support of the performance measure unbounded from above). The only contract parameter

which remains to be determined is the exercise price, which adjusts to satisfy the incentive

constraint as an equality – regardless of the probability distribution. With the normal dis-

tribution, the exercise price decreases following a marginal reduction in σ if and only if the

likelihood ratio evaluated at Z(σ) is positive (Lemma 2).

An important caveat is that the sign of the exercise price effect might depend on the shape

of the probability distribution. This is because an increase in the variance of the performance

measure reduces the density around the center of the distribution, but increases it at the

tails. For a given probability distribution, the relative importance of the tails is therefore

important in determining whether a change in the variance increases or decreases the agency

rent. The normal distribution is known for its thin tails (or low kurtosis). In this case, the

sign of the exercise price effect is given by Lemma 2 – notice that it does not depend on the

variance of the distribution. As a robustness test, we compute numerically the sign of the

exercise price effect for a range of parameter values with the logistic distribution, whose shape

roughly ressembles the normal’s, but which has a markedly higher kurtosis (like the normal,

this distribution also has a scale parameter which determines its variance independently of

its mean; for convenience we will also refer to this scale parameter as σ). In this case, we find

the same results as in Lemma 2: dZ
dσ
< 0 for Z < Ẑ and dZ

dσ
> 0 for Z > Ẑ.9

9To determine the sign of dZ
dσ > 0, it is sufficient to determine the sign of the numerator in (32), because

the denominator is negative for any probability distribution. We cannot obtain closed form solutions with the
logistic distribution.
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In the next three paragraphs, we provide some intuition as to why the exercise price effect

might to some extent be driven by the shape of the probability distribution, and notably its

kurtosis. We argue that the sign of the exercise price effect when Z is low is in principle

ambiguous, but that the sign of the exercise price effect when Z is high is largely robust to

the probability distribution. To start with, note that the sensitivity of the exercise price to σ

is driven by the following mechanism: the exercise price adjusts to a change in σ so that the

incentive constraint is still satisfied as an equality. That is, if the difference between expected

pay with e = ē and e = 0 increases following a change in σ (which raises incentives), then the

exercise price increases (which lowers incentives), and conversely.

First, suppose that Z is “low”. An increase in σ removes probability mass from the center

of any distribution – whether the one corresponding to e = ē or to e = 0. In addition, the

effect on E[W (π̃)|e] around the center of each distribution is stronger for e = ē than for

e = 0, because the former ascribes higher probability mass to high payments relative to low

payments than the latter (this is implied by the monotone likelihood ratio property and the

fact that the compensation contract is increasing in performance10). That is, if for the sake

of the argument we only consider the “center” of the distribution, an increase in σ reduces

E[W (π̃)|e = ē] more than E[W (π̃)|e = 0]. This effect alone suggests an inverse relationship

between σ and Z (i.e., dZ
dσ
< 0) for sufficiently low Z. Furthermore, this effect is all the more

important that probability mass is concentrated around the center of the distribution (i.e.,

the distribution has thin tails, as is the case with the normal). An opposing effect is that

E[W (π̃)|e] increases at the tails of the distribution following an increase in σ. Moreover, again

because of the monotone likelihood ratio property and the increasing contract, the increase

in E[W (π̃)|e = ē] is larger than the increase in E[W (π̃)|e = 0]. Once again, this is because

the density associated with e = ē ascribes higher probability mass to high payments relative

to low payments than the density associated with e = 0, both at the left and the right tails

of the distribution. This effect alone suggests a positive relationship between σ and Z (i.e.,

10Notice that the monotone likelihood ratio property is sufficient here: if it holds, then the compensation
contract is increasing.
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dZ
dσ
> 0) for sufficiently low Z. Nevertheless, we have found that the first effect still dominates

with the logistic distribution, in spite of its thicker tails.

Second, for a higher Z, the first effect mentioned in the paragraph above, which operates

at the center of the distribution, is associated with low payments (because the contract is

increasing), so that it is outweighted by the second effect mentioned above (the tails effect).11

This suggests that the result that dZ
dσ
> 0 for sufficiently high Z is robust to the probability

distribution. Indeed, it can be shown that if effort results in a rightward shift in the probability

distribution of performances, and if the density is convex above a certain threshold (which we

denote by Z), then dZ
dσ
> 0 for any Z ≥ max{ē, Z}. This argument suggests that our result

that the overall gains (with the volatility effect and the exercise price effect) from improved

informativeness are lower than the direct gains (with the volatility effect only) for sufficiently

low-powered incentives is robust to the probability distribution, as long as certain conditions

are satisfied.12

3.3 Numerical simulations

It is also instructive to assess numerically the gains from improved informativeness for a

range of values of Z, and to compare these gains to “näıve” assessments which do not take

into account the exercise price effect. For computational reasons and consistency, we only

consider the normal distribution in what follows.

In Figures 1 and 2, we report both the value of d
dσ
AR(σ) (“total sensitivity”), as calculated

in (39) in the Appendix, and the value of ∂
∂σ
AR(σ) (“partial sensitivity”), as calculated in

(35), for a range of values of Z (the exercise price Z is a measure of the inverse of the power of

incentives, see Corollary 1) and different parameter values: Figure 1 uses σ = 1, and Figure

2 uses σ = 3. That is, Figures 1 and 2 display the gains from improved informativeness for

11For a sufficiently high Z, the first effect is irrelevant, i.e., the density increases following an increase in σ
at every performance associated with a strictly positive payment.

12The condition that effort results in a rightward shift in the probability distribution means that effort
increases expected profits but does not affect higher-order moments of the distribution of profits; the convexity
condition is satisfied by any continuous distribution with unbounded support.
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Figure 1: Sensitivity of the agency rent to σ for a range of values of Z, for b = ē = 1 and
σ = 1. The total (respectively partial) sensitivity is the total (resp. partial) derivative of the
agency rent with respect to σ.

different values of Z and σ. Note that with ē = 1, Ẑ = 0.5. The “total sensitivity” represents

the overall gains from improved informativeness, if both the volatility effect and the exercise

price effect are taken into account. It follows from (21) that the total sensitivity function on

Figures 1 and 2 can also be viewed as the maximum value of κ
σ̄−σ such that it is optimal to

filter out the shock ε̃. The “partial sensitivity” represents the partial gains from improved

informativeness, if only the volatility effect is taken into account – so that the induced change

in the form of the optimal compensation contract is omitted.

Since both the partial sensitivity and the total sensitivity are linear in b (as can be seen in

(39)), the shapes of the functions displayed on Figures 1 and 2 do not depend on b. Numerical

simulations also show that neither the gains nor the shapes of these functions depend strongly

on ē.

The gains with the “partial sensitivity” measure tend to zero as the exercise price ap-

proaches either −∞ or ∞. This can be explained as follows. As Z → −∞, the contract
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Figure 2: Sensitivity of the agency rent to σ for a range of values of Z, for b = ē = 1 and
σ = 3. The total (respectively partial) sensitivity is the total (resp. partial) derivative of the
agency rent with respect to σ.

becomes approximately linear. Besides, with a symmetrically distributed performance mea-

sure, we know that the payoff of a linear contract is independent from the volatility of this

performance measure. Likewise, as Z →∞, compensation becomes approximately constant,

so that it is not sensitive to changes in the volatility of the performance measure. On the

contrary, the gains are maximum for Z = ē, i.e., when the exercise price is equal to the

expected performance. In this case, holding the form of the compensation contract con-

stant, an increase in the volatility of the performance increases compensation conditional on

a “good” performance (π > ē), but it does not decrease compensation conditional on a “bad”

performance (π < ē). In short, the relationship between the power of incentives and the

gains from improved informativeness as assessed with the “partial sensitivity” measure are

nonmonotonic, and these gains are maximum for at-the-money options (Z = ē).13

13Options are “at-the-money” when the exercise price is equal to the stock price at the time when they are
granted. Suppose that a stock which entitles his holder to the firm profits at t = 1 is traded at t = −1. With
no time discounting and risk neutral investors with rational expectations, the stock price at t = 0 would be
equal to expected profits, i.e., ē = 1, in equilibrium. With this minor and straightforward extension of the

19



As in Proposition 2, we find that only taking into account the partial sensitivity (i.e.,

omitting the exercise price effect) leads to an underestimation of the total gains from improved

informativeness for Z < Ẑ, but it leads to an overestimation of the total gains from improved

informativeness for Z > Ẑ. As already discussed, this is because in the former case the

exercise price effect reinforces the impact of the volatility effect, and in the latter case the

exercise price effect partly offsets the volatility effect.

With the total sensitivity measure, the gains from increased informativeness are especially

high for a low Z, i.e., for high-powered incentives. On the contrary, with the partial sensitivity

measure, the gains from increased informativeness are maximal for Z = ē, i.e., for an inter-

mediate level of incentives – at Z = ē, the exercise price is equal to the expected value E[π̃]

of the performance measure in equilibrium (this immediately follows from (1)). Furthermore,

the lower σ, the greater the difference in gains under these two sensitivity measures at Z = ē.

For example, with σ = 3, the gains are only 20.6% lower with the total sensitivity measure

than with the partial sensitivity measure; for σ = 0.5, the gains are 10.6 times lower with the

total sensitivity measure than with the partial sensitivity measure.

Although not clearly perceptible on the graphs, the speed of convergence of the “total

sensitivity” function toward zero is remarkable. For σ = 1, at Z = 5 the gains from a

marginal change in σ are more than two millions times smaller than at Z = 0. For σ = 3,

however, the gains are “only” 16.9 times smaller at Z = 5 than at Z = 0. In this case, a

two-millions-to-one ratio only obtains for Z ≈ 14.56.

Moreover, and crucially, the partial sensitivity measure vastly overestimates the total gains

from improved informativeness for sufficiently large Z. For example, for σ = 1 and Z = 2

(which is only one standard deviation away from the expected performance of ē = 1), the

gains from a marginal change in σ are 10.7 times larger with the partial sensitivity measure

than with the total sensitivity measure. For a given σ, this ratio grows steadily with Z: for

σ = 1 and Z = 5, this ratio is 483.8. This finding is important, because it shows that even

model, we can refer to options as being “at”, “in”, or “out” of the money.
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for a range of non-extreme parameter values, gains from improved informativeness can be

much lower if the exercise price effect is taken into account. This being said, the discrepancy

seems to narrow as σ is increased: for σ = 3 and Z = 4, the same ratio is 4.1; for σ = 3 and

Z = 14.56, it is 60.6.

It is also instructive to compute the gains from improved informativeness with both sensi-

tivity measures for a range of exercise prices as a percentage of the expected cost of compen-

sation given an exercise price. This is illustrated in Figure 3, for σ = 1 and a 1% reduction in

σ.14 Obviously, for any Z, the ordering of the partial and total sensitivity measures remains

unchanged. However, when expressed as a fraction of the expected cost of compensation, the

difference between gains for a high Z and gains for a low Z increases relative to the case where

gains are measured in absolute terms, since the expected cost of compensation for a high Z

is much lower than for a low Z. The reason why gains as estimated with the partial sensitiv-

ity measure are increasing in the exercise price is clear: the sensitivity of the price of a call

option to volatility, when expressed as a fraction of the call price, increases with the exercise

price. We can see on Figure 3 that the percentage gains from improved informativeness, as

estimated with the partial sensitivity measure, can be extremely high for out-of-the-money

options (Z > 1), but extremely low for in-the-money options (Z < 1). In comparison, the

percentage gains estimated with the total sensitivity measure can be extremely low for out-

of-the-money options (for Z = 5, the gains associated with a 1% reduction in σ are equal

to 0.04% of the expected cost of compensation), but they are moderate for in-the-money

options. For at-the-money options, gains are equal to 1.00% of the expected cost of compen-

sation with the partial sensitivity measure, and to 0.42% with the total sensitivity measure.

It should be noted that these figures are obtained in a highly stylized model and should not

be overinterpreted.

In summary, these numerical results establish that there can be a wide discrepancy between

14Gains are estimated at the margin, so that the reduction in σ cannot be too high for the approximation
with first-order terms to remain acceptable. This being said, gains for a 10% reduction in σ, say, can be
estimated by extrapolation – they will be approximately equal to ten times the gains from a 1% reduction in
σ.
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Figure 3: Change in the agency rent for a 1% change in σ, expressed as a fraction of the
expected cost of compensation in equilibrium, for b = ē = 1 and σ = 1. The total (respectively
partial) sensitivity is the total (resp. partial) derivative of the agency rent with respect to σ.

the partial and total sensitivity measures of gains from improved informativeness, and that the

partial sensitivity measure will overestimate the total gains in some cases, and underestimate

them in other cases. More precisely, when incentives are sufficiently low-powered, not taking

into account the exercise price effect could lead to considerably overestimate the value of

a reduction in the noise of the performance measure. To the extent that there exists even

small costs to indexing compensation contracts, this result can explain the lack of indexing

and the presence of pay-for-luck in compensation contracts. This result also emphasizes that

it is important to take into consideration changes in the form of the optimal compensation

contract induced by a change in the noise of the performance measure.

3.4 Predictions

The model predicts that RPE and other benchmarking techniques which improve the informa-

tiveness of the performance measure will be more prevalent when incentives are high-powered
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(low Z), ceteris paribus. That is, employees with higher-powered incentives such as CEOs

will be less paid for luck and will be more subject to relative performance evaluation than

other employees. Put differently, employees with low-powered incentives will be more paid for

luck. Besides, this prediction holds whether filtering out shocks to performance for any given

employee is a fixed cost (Figure 1) or is proportional to the expected cost of compensation

(Figure 3). This prediction is consistent with the results of Oyer and Schaefer (2005), who

cannot explain broad stock-options plans with a standard “informativeness agency model.”

Moreover, for a given cost of improving informativeness, the model predicts that the need

to provide stronger incentives could result in a higher informativeness of the performance

measure.

Interestingly, an analysis which focuses exclusively on the partial sensitivity measure would

reach the opposite conclusion, i.e., that indexing and benchmarking are most valuable when

incentives are low-powered (high Z), for example in the form of an unlikely reward for very

high performances.

4 Conclusion

In this paper, we show that changes in the form of the optimal contract induced by a change

in the noise of the performance measure can significantly affect the value of improved in-

formativeness. To this end, we use a standard principal-agent model in the spirit of Innes

(1990). In this setting, a compensation contract taking the form of a call option on the per-

formance measure is optimal for any given variance of the performance measure. We show

both theoretically and numerically that not taking into account changes in the form of the

optimal contract would lead to largely underestimate the gains from improved informative-

ness in some cases, and to largely overestimate them in other cases. Thus, the model can

contribute to explain two stylized facts of executive compensation: the use of the stock price

as a performance measure, and the use of options on the stock price. More generally, our
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results provide a novel potential explanation for violations of the informativeness principle

reported in the literature.

It may be possible to generalize the main result of the paper to a broader class of proba-

bility distributions than the normal, or to identify other sets of modeling assumptions under

which similar results hold – and these are natural avenues for future research. Specific results

can naturally be expected to depend on the setting used. This however does not affect the

key messages of this paper that it is essential to take into account changes in the form of the

optimal contract to assess the value of increased informativeness, especially in the presence

of constraints on contracting, and that neglecting this effect would in some instances lead to

largely overestimate it.
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6 Appendix

Proof of Proposition 1:

We are going to rely on the fact that W (π) is continuous, which may be justified as follows.

On the one hand, the likelihood ratio is increasing in π for any π, so that the optimal contract

is nondecreasing in π for any π, which rules out downward discontinuities in W (π). On the

other hand, the constraint that W ′(π) ≤ 1 rules out upward discontinuities.

Denoting the Lagrange multipliers associated to the four constraints (9), (10), (11), and

(12) for a given π by µ, λ(π), γ(π), and η(π) respectively, the Lagrangian writes as

L =
∫ ∞
−∞

W (π)ψ(π|e = 0)dπ − µ
[ ∫ ∞
−∞

W (π)ψ(π|e = ē)dπ − C −
∫ ∞
−∞

W (π)ψ(π|e = 0)dπ
]

−
∫ ∞
−∞

λ(π)W (π)dπ −
∫ ∞
−∞

γ(π)(π −W (π))dπ −
∫ ∞
−∞

η(π)(b−W ′(π))dπ
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=
∫ ∞
−∞

(
(1 + µ)W (π) + µC − µψ(π|e = ē)

ψ(π|e = 0)
W (π)

)
ψ(π|e = 0)dπ

−
∫ ∞
−∞

(
λ(π)W (π) + γ(π)(π −W (π))− η(π)(b−W ′(π))

)
dπ (22)

We use the facts that the optimal contract W (π) is continuous and limπ→−∞W (π) = 015 to

write

W (π) =
∫ π

−∞
W ′(x)dx =

∫ π−dπ

−∞
W ′(x)dx+W ′(π)dπ (23)

It follows that

dW ′(π)

dW (π)
=
(
dW (π)

dW ′(π)

)−1

=
(
d(
∫ π−dπ
−∞ W ′(x)dx+W ′(π)dπ)

dW ′(π)

)−1

=
1

dπ
(24)

The first-order necessary condition with respect to W (π) to the constrained optimization

problem is

(
(1 + µ) +−µψ(π|e = ē)

ψ(π|e = 0)

)
ψ(π|e = 0)− λ(π) + γ(π) + η(π)

1

dπ
= 0 (25)

We define

φ(π) ≡
(

(1 + µ) +−µψ(π|e = ē)

ψ(π|e = 0)

)
ψ(π|e = 0) (26)

If φ(π) > 0 for a given π, then (25) imposes that

−λ(π) + γ(π) + η(π)
1

dπ
< 0

Given the nonnegativity constraints on the Lagrange multipliers, a necessary condition for

this inequality to hold is λ(π) > 0. But λ(π) > 0 if and only if W (π) = 0.

15Because the likelihood ratio of the normal distribution is increasing, we know that the optimal contract is
nondecreasing in π. Therefore, W (π) ≥ limx→−∞W (x), for any π. Consider any contract W (π) characterized
by limx→−∞W (x) = ε > 0. Then define W ?(π) ≡ W (π)− ε for all π. The contract W ?(π) does not violate
any constraint (in particular, it satisfies the incentive constraint), and it is characterized by a lower agency
rent than W (π). This shows that the contract W (π) is not optimal.
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If φ(π) < 0 for a given π, then (25) imposes that

−λ(π) + γ(π) + η(π)
1

dπ
> 0 (27)

Given the nonnegativity constraints on the Lagrange multipliers, either γ(π) > 0 and η(π) >

0, or γ(π) > 0 and η(π) = 0, or γ(π) = 0 and η(π) > 0.

Since µ is a constant and the likelihood ratio is monotonically increasing in π, we know

from (26) that φ(π) = 0 on a set of probability zero, and that the optimal contract (which is

incentive-compatible) exists if there exists a finite and positive Z such that

φ(π) > 0 ⇔ ψ(π|e = ē)

ψ(π|e = 0)
<

1 + µ

µ
⇔ π < Z (28)

φ(π) < 0 ⇔ ψ(π|e = ē)

ψ(π|e = 0)
>

1 + µ

µ
⇔ π > Z (29)

We also know that W (π) = 0 for π < Z. We still have to determine the form of the

optimal contract for π > Z. Given the nonnegativity constraints on the Lagrange multipliers

discussed above, we know that, for π > Z, either (11) is binding, or (12) is binding, or both

are binding. We now show by contradiction that only (12) is binding for π > Z.

Suppose that, for any given π ∈ [Z,m) (with any given m > Z), W (π) = bπ. Then we

must have m = ∞. Otherwise, for some π > m, we would have W (π) < bπ and W ′(π) < b,

which is impossible since it would imply that γ(π) = 0 and η(π) = 0, which would violate

(27). However, to have W (π) = bπ for any π ∈ [n,∞), where n ≥ Z, subject to the constraint

W ′(π) ≤ b, we need to have Z = 0. However, a contract with Z = 0 and W (π) = bπ for any

π > Z does not bind the incentive constraint, because of (7), which is suboptimal. Therefore,

the optimal contract cannot be characterized by W (π) = bπ, for any π > Z. This implies

that γ(π) = 0 for any π > Z, which in turn implies that η(π) > 0 for any π > Z, so that

W ′(π) = b for any π > Z.

The optimal contract is therefore characterized by W (π) = 0 for all π < Z, and W ′(π) = b
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for all π > Z. Because of (10) and (11), we know that Z cannot be negative.

Proof of Lemma 1:

First, for a contract characterized by W (π) = 0 for all π < Z, and W ′(π) = b for all

π > Z, the incentive constraint with a given Z is

∫ ∞
Z

b(π − Z)ψ(π|e = ē)dπ −
∫ ∞
Z

b(π − Z)ψ(π|e = 0)dπ = C (30)

The first-derivative of the left-hand-side of (59) with respect to Z is equal to

−b
∫ ∞
Z

ψ(π|e = ē)dπ + b
∫ ∞
Z

ψ(π|e = 0)dπ

= −bPr(π > Z|e = ē) + bPr(π > Z|e = 0)

which is strictly negative for any Z, because of first-order stochastic dominance, which is

implied by a monotone likelihood ratio.

Second, the left-hand side of (59) tends to zero as Z approaches ∞.

Third, (7) guarantees that the left-hand-side of (59) is strictly larger than C for Z = 0.

Therefore, there exists one and only one positive and finite Z such that the left-hand-side

of (59) equals C, i.e., such that the incentive-constraint with the optimal contract is satisfied

as an equality.

Proof of Corollary 1: On the one hand, Z(σ) satisfies the incentive constraint in (59)

as an equality, by definition. On the other hand, the left-hand-side of the incentive constraint

in (59) is strictly decreasing in Z (see Lemma 1). Since the right-hand-side of (59) is equal

to C, this implies that Z(σ) is strictly decreasing in C.

Proof of Lemma 2 and Lemma 3:
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We know that E[π̃] = 0 for e = 0, E[π̃] = ē for e = ē, and var[π̃] = σ2 for any e. When

W (π) is as in (14), the agency rent is

AR(σ) = E[W (π̃)|e = 0] =
∫ ∞
Z(σ)

b(x− Z(σ))
1√
2πσ

exp
{
− x2

2σ2

}
dx

Taking the total derivative of the agency rent with respect to σ,

d

dσ
AR(σ) =

d

dσ
E[W (π̃)|e = 0] =

∂

∂σ
E[W (π̃)|e = 0] +

∂

∂Z
{E[W (π̃)|e = 0]}dZ(σ)

dσ
(31)

For a given σ, marginally increasing σ results in a higher agency rent in equilibrium if and

only if this expression is positive.

For any change in σ, Z(σ) adjusts so that the incentive constraint in (59) is still satisfied

as an equality, by definition of Z(σ). The implicit function theorem yields

dZ(σ)

dσ
= −

∂{E[W (π̃)|e=ē]−E[W (π̃)|e=0]}
∂σ

∂{E[W (π̃)|e=ē]−E[W (π̃)|e=0]}
∂Z

(32)

Substituting in (31),

d

dσ
AR(σ) =

d

dσ
E[W (π̃)|e = 0] =

∂

∂σ
E[W (π̃)|e = 0]− ∂

∂Z
{E[W (π̃)|e = 0]}

∂{E[W (π̃)|e=ē]−E[W (π̃)|e=0]}
∂σ

∂{E[W (π̃)|e=ē]−E[W (π̃)|e=0]}
∂Z

(33)

First,

∂

∂σ
E[W (π̃)|e] =

∂

∂σ

∫ ∞
Z(σ)

b(x− Z(σ))
1√
2πσ

exp
{
− (x− e)2

2σ2

}
dx (34)

=
∂

∂σ

∫ ∞
Z(σ)−e

b(x+ e− Z(σ))
1√
2πσ

exp
{
− x2

2σ2

}
dx

=
∂

∂σ

∫ ∞
Z(σ)−e

bx
1√
2πσ

exp
{
− x2

2σ2

}
dx− b(Z(σ)− e) ∂

∂σ

∫ ∞
Z(σ)−e

1√
2πσ

exp
{
− x2

2σ2

}
dx

= b
∂

∂σ

{
σ√
2π

exp
{
− (Z(σ)− e)2

2σ2

}}
− b(Z(σ)− e) ∂

∂σ

∫ ∞
Z(σ)−e

σ

1√
2π

exp
{
− u2

2

}
du

30



=
b√
2π

exp
{
− (Z(σ)− e)2

2σ2

}[
1 +

(Z(σ)− e)2

σ2

]
− b√

2π

(Z(σ)− e)2

σ2
exp

{
− (Z(σ)− e)2

2σ2

}

=
b√
2π

exp
{
− (Z(σ)− e)2

2σ2

}
= bϕ

(Z(σ)− e
σ

)
(35)

which is positive.

Second,

∂

∂Z
E[W (π̃)|e] =

∂

∂Z

∫ ∞
Z(σ)

b(x− Z(σ))
1√
2πσ

exp
{
− (x− e)2

2σ2

}
dx

= −b
∫ ∞
Z(σ)

1√
2πσ

exp
{
− (x− e)2

2σ2

}
dx = −b

(
1− Φ

(
Z(σ)− e

σ

))
(36)

Using (35) and (36), (32) rewrites as

dZ(σ)

dσ
= −

[
ϕ
(
Z(σ)−ē

σ

)
− ϕ

(
Z(σ)
σ

)]
−(1− Φ

(
Z(σ)−ē

σ

)
) + (1− Φ

(
Z(σ)
σ

)
)

(37)

The monotone likelihood ratio property implies first-order stochastic dominance, therefore

Φ
(Z(σ)

σ

)
> Φ

(Z(σ)− ē
σ

)

so that (37) is positive if and only if

ϕ
(Z(σ)− ē

σ

)
> ϕ

(Z(σ)

σ

)
(38)

But since

ϕ
(Ẑ − ē

σ

)
≡ ϕ

(Ẑ
σ

)
by definition of Ẑ, and since two p.d.f. of normal variables with the same variance intersect

only once, we know that (38) is satisfied, and dZ(σ)
dσ

> 0, if and only if Z(σ) > Ẑ. Lemma 2 is

proven.
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Using (35) and (36), we can also rewrite (33) as

d

dσ
AR(σ) = bϕ

(Z(σ)

σ

)
+ b

(
1− Φ

(Z(σ)

σ

)) [
ϕ
(
Z(σ)−ē

σ

)
− ϕ

(
Z(σ)
σ

)]
−(1− Φ

(
Z(σ)−ē

σ

)
) + (1− Φ

(
Z(σ)
σ

)
)

= bϕ
(Z(σ)

σ

)
− b

1− Φ
(
Z(σ)
σ

)
Φ
(
Z(σ)
σ

)
− Φ

(
Z(σ)−ē

σ

)[ϕ(Z(σ)− ē
σ

)
− ϕ

(Z(σ)

σ

)]
(39)

This expression is strictly positive if and only if

ϕ
(
Z(σ)−ē

σ

)
− ϕ

(
Z(σ)
σ

)
ϕ
(
Z(σ)
σ

) <
Φ
(
Z(σ)
σ

)
− Φ

(
Z(σ)−ē

σ

)
1− Φ

(
Z(σ)
σ

)

The proof of Lemma 3 is complete.

Proof of Lemma 4:

Define

f(Z) ≡
(
ϕ
(Z − ē

σ

)
− ϕ

(Z
σ

))(
1− Φ

(Z
σ

))
and g(Z) ≡

(
Φ
(Z
σ

)
− Φ

(Z − ē
σ

))
ϕ
(Z
σ

)
(40)

We need to show that

lim
Z→∞

g(Z)− f(Z) ≤ 0 (41)

The first derivative of f(Z) with respect to Z
σ

is

(
ϕ′
(Z − ē

σ

)
− ϕ′

(Z
σ

))(
1− Φ

(Z
σ

))
−
(
ϕ
(Z − ē

σ

)
− ϕ

(Z
σ

))
ϕ
(Z
σ

)
(42)

=
(
− Z − ē

σ
ϕ
(Z − ē

σ

)
+
Z

σ
ϕ
(Z
σ

))(
1− Φ

(Z
σ

))
−
(
ϕ
(Z − ē

σ

)
− ϕ

(Z
σ

))
ϕ
(Z
σ

)
(43)

The first derivative of g(Z) with respect to Z
σ

is

ϕ′
(Z
σ

)(
Φ
(Z
σ

)
− Φ

(Z − ē
σ

))
+ ϕ

(Z
σ

)(
ϕ
(Z
σ

)
− ϕ

(Z − ē
σ

))
(44)
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= −Z
σ
ϕ
(Z
σ

)(
Φ
(Z
σ

)
− Φ

(Z − ē
σ

))
+ ϕ

(Z
σ

)(
ϕ
(Z
σ

)
− ϕ

(Z − ē
σ

))
(45)

Using (43) and (45), we can write

g′(Z)− f ′(Z) = (− g(Z) + f(Z))
Z

σ
− ē

σ
ϕ
(Z − ē

σ

)(
1− Φ

(Z
σ

))
(46)

We first show by contradiction that limZ→∞ g(Z)− f(Z) < 0. Because of the asymptotic

properties of the normal distribution’s p.d.f. and c.d.f., (46) implies that

lim
Z→∞

g′(Z)− f ′(Z) = (− g(Z) + f(Z))
Z

σ
(47)

Suppose that limZ→∞ g(Z)− f(Z) < 0. Using (47), this implies that

lim
Z→∞

g′(Z)− f ′(Z) =∞ (48)

which is inconsistent with limZ→∞ g(Z)− f(Z) < 0.

In the remainder of the proof, we take as given limZ→∞ g(Z)− f(Z) ≥ 0. For Z > 0,

g(Z)− f(Z) = g(0)− f(0) +
∫ Z

0
(g′(s)− f ′(s))ds (49)

Using (46),

g(Z)− f(Z) = g(0)− f(0) +
∫ Z

0

(
(− g(s) + f(s))

s

σ
− ē

σ
ϕ
(s− ē

σ

)(
1− Φ

( s
σ

)))
ds (50)

In addition, with limZ→∞ g(Z) − f(Z) ≥ 0 in the case under consideration, the fact that

limZ→−∞ g(Z)− f(Z) > 0 (since f is positive if and only if Z > Ẑ, while g is positive for any

Z), and the fact that the functions f and g intersect at most once (this is proven in Proof 1

below) imply that g(Z)− f(Z) ≥ 0 for any Z. This result and (46) imply that g′(Z)− f ′(Z)
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is negative for any Z > 0, so that, for any given Z > 0,

argmaxs∈[0,Z]{−g(Z) + f(Z)} = Z (51)

Using this result and (50), we get

g(Z)− f(Z) < g(0)− f(0) + (− g(Z) + f(Z))
Z

σ
−
∫ Z

0

ē

σ
ϕ
(s− ē

σ

)(
1− Φ

( s
σ

))
ds (52)

Since the last term on the right-hand-side of (52) is negative, we get

g(Z)− f(Z) <
g(0)− f(0)

1 + Z
σ

(53)

Then, for finite g(0)− f(0) and finite σ,

lim
Z→∞

g(0)− f(0)

1 + Z
σ

= 0 (54)

It follows from (53) that

lim
Z→∞

g(Z)− f(Z) = 0 (55)

and the proof is complete.

Proof of Proposition 2:

First, we must show that the expression in (39) is smaller than the expression in (35) if

and only if Z > Ẑ. The first term on the right-hand-side of (39) is equal to the only term

on the right-hand-side of (35). In addition, because of the definition of Ẑ, the second term

on the right-hand-side of (39) is negative if and only if Z > Ẑ. The first part of the proof is

complete.
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Second, Lemmas 3 and 4 imply that

lim
Z→∞

dAR(σ)

dσ
= 0 (56)

The second part of the proof is complete.

Third, (35) implies that

lim
Z→∞

∂AR(σ)

∂σ
= 0 (57)

Using (35) and (39) gives

lim
Z→∞

dAR(σ)
dσ

∂AR(σ)
∂σ

= lim
Z→∞

b
(

1−
1− Φ

(
Z(σ)
σ

)
Φ
(
Z(σ)
σ

)
− Φ

(
Z(σ)−ē

σ

) ϕ
(
Z(σ)−ē

σ

)
− ϕ

(
Z(σ)
σ

)
ϕ
(
Z(σ)
σ

) )
= 0 (58)

where the last equality is because of (55). The third part of the proof is complete.

Proof of Corollary 2:

As in the Proof of Lemma 1, the incentive constraint with a given Z is

∫ ∞
Z

b(π − Z)ψ(π|e = ē)dπ −
∫ ∞
Z

b(π − Z)ψ(π|e = 0)dπ = C (59)

As Z →∞, this equation is satisfied if and only if C → 0.

Proof 1:

If two continuous functions intersect at least twice, then the difference between their first

derivatives at the intersection points alternate signs. Therefore, if the difference between the

first derivatives of two continuous functions at their intersection point(s) always has the same

sign, then these two functions only intersect once, i.e., the intersection point is unique. We
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denote by Z̄ any Z such that f(Z) = g(Z). That is,

ϕ
(
Z̄−ē
σ

)
− ϕ

(
Z̄
σ

)
ϕ
(
Z̄
σ

) =
Φ
(
Z̄
σ

)
− Φ

(
Z̄−ē
σ

)
1− Φ

(
Z̄
σ

) (60)

Equivalently,

(
ϕ
(Z̄ − ē

σ

)
− ϕ

(Z̄
σ

))(
1− Φ

(Z̄
σ

))
= ϕ

(Z̄
σ

)(
Φ
(Z̄
σ

)
− Φ

(Z̄ − ē
σ

))
(61)

We now compare the first derivatives of the left-hand-side and right-hand-side of (16), as

derived in (43) and (45), respectively. At any given Z, (43) is larger than (45) if and only if

(
− Z − ē

σ
ϕ
(Z − ē

σ

)
+
Z

σ
ϕ
(Z
σ

))(
1− Φ

(Z
σ

))
> −Z

σ
ϕ
(Z
σ

)(
Φ
(Z
σ

)
− Φ

(Z − ē
σ

))
(62)

At Z = Z̄, (43) is larger than (45) if and only if

ϕ
(
Z̄−ē
σ

)
− ϕ

(
Z̄
σ

)
ϕ
(
Z̄
σ

) − ē

Z̄

ϕ
(
Z̄−ē
σ

)
ϕ
(
Z̄
σ

) <
Φ
(
Z̄
σ

)
− Φ

(
Z̄−ē
σ

)
1− Φ

(
Z̄
σ

) (63)

Since ē
Z̄

ϕ( Z̄−ē
σ

)
ϕ( Z̄

σ
)
> 0 for any Z̄ > 0, and because of (60), we know that (43) is always larger

than (45) at any Z̄. We have shown that the first derivative of the left-hand-side of (61)

is always larger than the first derivative of the right-hand-side of (61) at a given Z̄ which

satisfies (60), which implies that the function on the left-hand-side of (61) and the one on the

right-hand-side intersect only once, so that Z̄ is unique.
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