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En 1967, le Département de criminologie de 1'Université de
Montréal a organisé le XVIIe Cours international de criminologie sur le
théme de "La criminologie en action"; i1 inventoriait 1les apports
possibles de 1la criminologie au systéme de justice pénale (Szabo,
1968)1. Une année plus tdt, aux Etats-Unis, The President's Commission
on Law Enforcement and Administration of Justice2 publiait le rapport
de son groupe de travail sur la science et la technologie; celui-ci
proposait un bilan exhaustif des technologies qui pourraient é&tre
utilisées dans le systéme de justice pénale. Depuis cette date, d'une
part, 1les développements ont été nombreux dans 1le domaine des
technologies et, d'autre part, i1 y a eu une profusion de tentatives pour
les incorporer aux opérations du systéme de justice pénale. Toutefois
les bilans qui ont été réalisés jusqu'ici, en particulier aux Etats-Unis,
portaient sur des technologies spécifiques; ce que nous proposons, c'est
un bilan qui couvre plusieurs domaines technologiques et qui porte une
attention particuliére aux controverses que 1les diverses technologies
suscitent ou qu'elles risquent de soulever.

Les actes de ce Cours proposent un bilan de trois catégories
de technologies:

- les technologies d'identification des individus (tests de
sang, et d'urine; analyse des empreintes digitales, vocales
et moléculaires, ...);

- les technologies de surveillance électroniques (en
particulier incarcération a domicile) et visuelles (vidéo
des interrogatoires policiers, des procés, ...);

1- Szabo, D. (1968). Criminologie en action: bilan de la criminologie
contemporaine dans ses grands domaines d'application: Montréal,
Presses de 1'Université de Montréal.

2- The President's Commission on Law Enforcement and Administration of
Justice (1967). Task Force Report - Science and Technology.
Washington D.C., U.S. Government Printing Office.
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- les technologies de soutien, en particulier les possibilités
qu'offrent les ordinateurs (micro et macro) pour les
opérations policiéres, Jjudiciaires et correctionnelles et
les stratégies de cueillette et de traitement des
informations relatives aux crimes et aux criminels.

Non seulement ce Cours voulait-il inventorier les technologies
disponibles, mais i1 a évalué la portée de 1'assimilation de ces
technologies par le systéme de justice pénale. Dans cette perspective,
les thémes suivants ont été traités: quels sont la croissance et 1'impact
des nouvelles technologies? Quels sont Tles contextes dans lesquels une
nouvelle technologie est adoptée et diffusée? Quels en sont les impacts
politiques, sociaux et économiques a court, moyen et long terme de ces
technologies? Quels sont les risques pour les droits de la personne?
Quelles en sont les implications pour les procédures pénales?
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Science and Technology in Support of Criminal Justice

Alfred Blumstein
School of Urban and Fublic Affairs
Carnegie Mellon University
Fittsbuwrgh, Pennsylvania 15313
. Raoles of Technology
Most people, when they think of the role of science and
technology and its contributions to the criminal justice system,
think of the many ways in which highly developed forensic
technigues have been applied to develop evidentiary proof or
identification based on subtle physical evidence, especially when
associated with notorious cases. These have certainly bheen the
meost dramatic incidents involving technology.
The much more pervasive effects, however, are those
associated with more fundamental improvements in the operation of
the criminal  Justice system. Technology can enhance

considerably the colle

don of dinformation through various kinds
of survelllance: This includes overt suwvelllance using video
cameras  in public  areas  as  well as covert swveldllance using

concealed recelvers.

The most pervasive role of technology in the society
genarally over the past decade has been the use of computers for

pIr o

ssing collected information. The coriminal  justice system,
which deale to such a large extent with the processing of
information bhas participated in that revolution, but not at all

as Fully as it might have. This undoubtedly reflects some limits



resulting from  the lesser level of technical sophistication in
the system, and also the ambivalence about pushing information

technology to its potential limits.

Advanced  information processing, in combination with
various mathematical and computer planning models have been used
to develop iaproved amethods for consideration of alternative

tactics and strategies for improved resowce allocation and for

increasaed effictency in the operation of ariminal Jjustice
agencies, particularly police. These developments hawve

capitalized on new management technologies developed for other
purposes as well as  the enhanced data bases possible with
computerized records. ALl of this have led to greater use of
technologies associated with arganizational cantrol and
performance.
I1. A Twenty-Year Ferspective

This conference represents a personal landmark for me. [t
comes just 20 years after the publication of the work of the
Fresident”s Commission, on Law Enforcement and Administration of
Justice*. That Commission was oreated by Fresident Lyndon
Johnson  in 19685, That was a time when the United States was
building itse spaceship to land men on the moon, and S0 it was
alsn a time when the nation saw great hope from the promised
contributions of science and technalogy. In resonance with that

atmosphere, the Commission decided that it wanted to establish a

tPrresident®s Commiss1on on l.aw Enforcement and
Admindietration of Justice, The Challenoge of OCrime in a Freg
Sncisty, Government Frinting Office, Washington, D.C. 1947,




task force on science and technology, feeling confident that “if

science and  techrnalogy can get a man to the maon, then certainly
,

it must have some i&pmwtant contributions to make in the realm of

controlling crime".

The Commission clearly faced a difficult choice in the
staffing of that task force. They were either going to choose a
lawyer or oriminologist and try to develop within that person
gxpertise and awarensss of the methods and perspectives of
seience and technolegy, o alternatively to seek someone who
knew something about science and technology, and give him access
to the experts at the Commission who knew all about criminology
and the criminal justice system. Clearly Eh& latter couwrse was
the only feasible one, and so | was recruited as the Director of
that task force.

That was an important and exciting time in my own
EXperienca. It is always very exhilarating to move into an area
in owhich vou know nothing,  and to have the opportunity to learn
from the true experts who are so well steeped in the knowledge,
the theory, and the practice of that field. One  important role
of the stranger in such & setting is the opportunity 1t provides
to call attention to the missing "emperor’s clothes.”  The novice
i free to ask  the astonishingly mailve guestions aboult lssues
that remain imbedded presumptions by those who are ilomersed in
the field. More than  others would have liked to hear it, we
raised the guestion of "how do  vyouw  know"  in response to many
assertions and presumptions that  were part of the conventional

wi sdom.



Our task force on science and technology, which varied
hetween % to LO staftf members aver its 18-manth life, worked with
the other task forces (the major ones were on police, on courts,
on corrections, and on assessment of corime). In doing so, we
were able to raise a number of such fundamental questions, to
propose research strategies, and to identify means by which the
tools of technology — but much more importantly the methods and
knawledge-devel opment approaches of science -~ might be used to

generate improvements in theilr operations.

It is intriguing to reflect on some of the changes that have
come about  in the past 20 vears and also on how much has not
changed. Une normally thinks 20 years as an xtremaely long
interval Jor the development of technology. Certainly, as an
example, the developments in computer technology over the past 20
vears have been most impressive — from the large mainframes that
had less memory and were slower than the $1,000 personal
computers that everyone uses today. But  aside from their entry
of computers into the criminal  justice system, the changes
browght about by techrnology have been less  than profoundly

cdramatic.

In part, this results from the fairly advanced state of
relevant technology 20 vears ago. That was & time when the
technology was readily available for doing almost everything that

ong might want to do. The only real issue of concern was what was



warth buying rather than what could be done technically. FPrices
have come down somewhat, but not dramatically. Equipment has
hecome somewhat more miniatwized, but hand-held radios were
widely available 20 years ago.

The one striking technological advance has been the

iontroduction of avtomatic fingerprint identification. In 1967
when the task force report was issued®, the one problem that had

no technical solution —  that was not technologically feasible—
was automatic fingerprint recognition. That problem has finally
been overcome in the last few vyears, partly due to faster
comnputing speeds and partly due to improved algorithms for
processing digitized fingerprint images.

The much more profound changes to the criminal justice
process  are  those associated with the change in the knowledge
base about orime and the criminal justice system. In the United
Htates inm 1967, the only sowce of date about crime was that
reported by the police to the FRI and published annually under J.
Edgar Hoover® s  "auwthorship®, the Uniform Crime Reports. Those
anmual reports were regarded very skeptically, especially by the
research  community, largely because people were convinced that

there were profound  bis

in police recording and reporting
practices and in  arrest practices. Many dismissed the police
reports of  dncreasing orime  rate as  simply & heavy handed

attemnpt to generate larger police budgets: also, many dismissed

the large racial differences in arrests as simply attributable to
2Rresident” s Commission ort Law Enforcement and
Administration of Justice, Task Foroe Report: Science and

Technology, Government Frinting Mffice, Washington, D.C., 19&7




police discrimination against blacks.

The changes in the availability of rich data have been
dramatic. A major step forward involved the introduction of the

U, 8. bdNational Crime Suwrvey, with semi-annual interviews of a

panel of about 100,000 citizens ashking them about their
victimization PHUPErIence. Having this second data souwrce

provided an alternative lens with which to view the obscure
Criome phenamenon. Even though neither lens is fully
satisfactory, and each has ite own distortions, having the two
lenses provides the opportunity  for mutual  confirmation and
calibration as well as for identifying and isolating sowces of
arror in each. These two sowrces have been augmented by a third
kind of sowce through various self-report studies. The Mational
Youth Survey, conducted by Delbert Elliott and his colleagues,
for example, has provided self-report information on almost 2000
vouth drawn  from in & national probability sample. These data,
collected for research puwposes, are more limited and more
specialized than the other two series, but they do provide an
indication of materials that could represent a third independent
ard very different lens that couwld be used for calibration of the

aother two.

The state of theory in 19467 was as weakly founded as the
data souwces. There wearse certainly & vrich  arrvay of competing

theories, but none of them was empirically grounded  and none

provided clear testable and refutable hyvpotheses. OFf cowse, all

madde reasonable sense and were reasonably consistent with



intwition -~ provided one were sufficiently Fflexible in the
interpretation of the imbedded constructs. 0n the other hand,
none seemed  to provide dmportant new insights  that had not
alreacdy been widely believed., [t was clear to those of us coming
from the perspectives of science however, that this state of
theory was not very satisfactory. It was clear that empirically
grouwded theory could not be developed very well until better
data could be collected, and better constructs derived from those
data.

Since the use of computers was growing rapidly, one of the

dominant. concerns of the time was that these new machines would

coliect all minutia of data about every individual, link them all
together, and lay uwus all bare to the predations  of the most
inguisitive gossip. The concerns were sufficiently deep that at
least half the time of the discussions between the task force on
science and technology and its policy advisory group was devoted
to developing methods and procedures that would assuwre  that the
intrusion of  individual privacy would be limited., It was during
that time that the construct of an index was developed, very much

like the one being ioplemented i1n the United States today.

There were sone technologies that were availlable and were
heing discussed at the time, but that were removed from  the task
force’s agenda  on policy grounds. These were usually dictated by

ather conocerns over e

sues of individual privacy. Some of these

have come to represent very attractive technalogies today.



In 1947, for example, there was already considerable
discussion about the prospect of mounting an electronic monitor
on an  individual convicted offender, and using that device to
track the individual in the community rather than have him
languish in prison at & high cost. There were arguments that
this might even represent more effective control then prison, and
cowld certainly be far less expensive. That period was at the
height of the Warren Court, with its growing emphasis on due
process and  individual liberties, and so such technologies were
viewad to be unacceptably invasive of individual privacy. Today,
however, at a time of severe prison crowding, they are viewed as

an important means of solving the prison crowding problem.

The principal recommendations of the task force related not
=0 much to the provision of slegant gadgetry or even to major RuD
efforte for achieving them. Rather, the task force emphasized
the idmportance of contributions  that wouwld derive from the
processes of science and from the methods of systems analysis for
analyezing and improving the operation and the performance of the
criminal Jjustice system. I think subsequent developments have
reflaected those perspectives. Important advances have been made
in learning the effects of the various actions of the criminal
Justice system on crime and in finding improved methods for
linking the parts of the coriminal justice system in terms of
assessing their iwpacts on each other. FED on fingerprint
technology continued along with computer development generally

artdd has produced that one major technological advance. Forensic
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techriology has continued to capitalize on general improvements in
laboratory instrumentation and has provided incremental benefits
through more sophisticated technigues for identifying smaller

guantities of physical evidence with decreasing ambiguity .

The most important development in the operation of the
criminal justice system has been that which follows from the
introduction of computers, an effect similar to all other facets
af  sociebty. Many new  areas of research have been opened up.

Computers have permitted the collection and detailed analysis of

lLarge samples of victim reports to learn  about victimization,

arge numbers of oriminal histories to  learn about criminal

caresrs, and to follow large numbers of @ released offenders to

Lesrn about the factors affecting recidivism. It has also
paermitted ioproved allocation of resources by police, cowts,
probation offices, and other coriminal justice agencies, all of

which have very limited resouwrces

to he applisd to problem areas
that required differential coverage by region or by individual.
Computars have also made available large data bases of wants and
warrants and  of missing persons and property - as represented by
the NOID for example. This technology  was just beginning to

becoms avallable 20 vears &ago.

The  major L

sohnological advance  has been that associated
with automatic Fingerprint identification svstems (AFIG). That

Bind of capability was

impo

¢ible twenty yvears earlier, and its

introduaction in re

2 e WA S L= W

abe a major new devel opment
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that has considerable possibility for having a significant impact
o the criminal justice system. The major influence will be the
potential  for solving crimes by wusing the latent fingerprints
latt at & crime scene to searching through a large number of
randidate suspects. This increases the likelihood of solving the
crime when a suspect is not  in hand - an exntremely difficult
problem today. It will also provide a basis for rapid and

grrar- free taking of Ffingerprints with advanced technologies.
Thig will provide the opportunity to build up larger ten—-print
fingerprint files that can then be searched more effectively and

efficiently with prints in hand.

Another important new development is that associated with
the growing availability and system integration of personal
electronic monitors. Recent uwse of these devices has been spurred

by the cocrowding in prisons and Jjails and the need to Find

alternative mears f o dealing with rejlatively low-risk
individuals  in the commuanity. A electronic monitor (an

unremovable ankle or wist bracelet), connected electronically
through the telephone network to a central surveillance center,
can be queried to assuwre  that the individual to whom it is

attached 18 at the appropriate location, which has a fixed

receiver or transmitter to which the electronic monitor i
electronically linked,. Thus, this form of restraint, which is

ochviously not restraining in  a literal physical sense but only
through the threat of AFfurther sanction if it is not obeved,

represents a limited form of punishment. Tt is used predominantly
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by confining the individual to his home outside of normal working
howrs. While this may be an "unusual” form of punishment, it is
increasingly recognized as far less "cruel" than wmuldbbe the
conventional use of imprisonment in even the most accommodating

institution.

Throughout the past period there have been major advances in
Biotechnal ogy and in electronic instrunentation, thereby
providing capability for careful analysis of smaller and smaller
segments of physical evidence left at & crime scene. A wltimate
ertension is reflected in the growing capability at analyzing the
nuclear material associated with individual residues to develop a
wni gue DMA match that then provides unigue identification of each
individual . Peveloping & data base of individual DNA codes,
however, is far more remote than a very large data base of
individual  Fingerprints, an  this  technology is particularly

appropriate when & limited set of suwspects is in hand.

111, Changing Fresswes for Frotection of Frivacy
e of the continuwing tensions associated with the use of

technology by the criminal justice system is that associated with

the concern over the degree to which techrnological approaches

might  compromise individaal privacy. Those compromlses may
involve aspects of swveillance, dissemination of individual
information to multiple interested parties, use of technolaogical

means for control or observation of  movements, and other means

by which the forces government are sndowsd with stronger means
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for exercising control over the individual.

Tuwenty years ago, when there was considerable slack within
the corime control system (U, 8. prisons for example, had an
incarceration rate well below half of their current rate) and the
crime problem was only beginning to become of concern (the UCKR
crime rate was well below half its cuwrrent rate). As the system
hag been increasingly stressed and the public has imposed greater
demands Ffor crime-control effectiveness, the balance hetween
protecting individuwal privacy and becoming more effective at
crime control has tended to shift toward the latter. This shift
has been accompanied by a growing recognition and accommodation
to a soctebty that in many ways 18 becoming increasingly
comfortable with computers. More often, they are viewed as
familiar friends rather than hostile threats in the hands of

urfesling technoorats.

ALl of  these influences have led to greater willingness to
invoke technological approaches that might foroerly have been
viewed as unacceptable. This s partly because the threat has
bheen found to be less severe than had been anticipated, and also
because the benefits were more wagently desired. Indeed in the
area of criminal record information, legislation of the late
19608 and early 1970s, in  some  Jurisdictions, precluded the
computerization of criminal recaord information In the current
era, that has besn replaced by couwrt decisions that require open

access Lo criminal justice record information. The threat that
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was expected to be repelled by precluding use appears to have
been replaced by a requirement for open and ready access. Tt
appears unlikely, therefore, that these trends will be reversed
to any significant degree oW that the technolagical
opportunities have become so widely available and used.

1Y,  Some Future Frospects

The following papers at the conference will address & number

of  dmportant  developments  in the use of technology for the

criminal  justice svstem. The breadth of the perspectives

comsidered highlight  the many ways in which technology can

inters ariel dmprove the oriminal Justice sysbten. Thie

potential  is considerable because the technology will be

advancing regardless of the cholces

madce by the oriminal justice

syatem. The choices, rather, are mouch more those in which the
syeten wants to share, and which ones 1t wants to avoid. I+ the

past is any indication, then it is reasonable to anticipate that

an early desire to avoid di¢ likely to be overcome at some
futwrs time when needs for the technology make its attractiveness
exceed the concerns that may be ralsed about it.

There is little that the criminal Jjustice system 18 likely
to want  to do or to be able to do to impede the advance of the
technologies.  The issues will be predominantly those associated
with the application, the forms of the application, and wise and

effective uses These are i

that &ll participants 10 and

e of the oriminal

ayvetem must deal  with in an

inbelligent and informed way, bobth in moderating the uses as well

as in approprilately enhancing thelr effectilvens
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Médecine légale et criminologie face aux problémes

des technologies nouvelles et de leur emploi

#*
en criminalistique( )

Giacomo Canepa

1. Introduction

Au rom de la Société Internationale de Criminologie, j'ai
1'honneur de prendre la parole, a l'occasion de la séance d'ouverture de
notre  38me  Cours International, pour remercier avant tout les
organisateurs de 1'Université de Montréal, notamment 1'Ecole de
criminologie et le Centre internatiomal de criminologie comparée, ainsi

gue les directeurs du Cours M. Marc LeBlanc et M. Alfred Blumstein.

Le sujet central du Cours ("Mouvelles Technologies et Justice
Pénale") et le commentaire de ce théme que nous avons lu dans le
programme se rapportent justement & un Cours précédent: au 17¢ Cours
international (M"La criminolegie en action") que le Département de
criminologie de cette Université, sous les auspices de notre Société,

avait organisd en 1967 & Montréal sous la direction de Denis Szabo.

(*) Professeur titulaire, directeur de 1'Institut de Médecine Légale et
du Centre international de criminologie clinique, Université de

Génes  (Ttalie). Président de la Société internationale de

criminologie.
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Pour ce qui concerne les liaisons historiques et conceptuelles

4

existantes entre le Cours actuel et le Cours précédent, sur ce point j
1

dois vous exprimer un commentaire tout a fait personnel, qui a

té le
7

é
résultat de mon expérience de participation directe au Cours de 1967 en

tant que rapporteur.

Je me souviens que M. Marvin Wolfgang, dans son rapport sur la
prédiction des développements futurs de la criminologie, avait fait
référence a une distinction en trois systéemes fondamentaux (personnalité,

socidté, culture) en soulignant que:

1) tout individu est un organisme biologique, un porteur de valeurs

culturelles transmises, un membre d'un groupe social;

2) le développement historique de la criminologie démontre que la

recherche s'est occupde d'abord du systéme de 1a personnalité,

o

ensuite de la s

Suivant la doctrine des cycles historigues on pouvait prévoir
en 1967, d'aprés Wolfgang, une fois épuisée la troisieme phase ("la
culture"), un retour a la premiére étape de cette évolution de la

raecherche ("la personnalité').

Vingt ans aprés on peut vérifier 1'exactitude de cette
prédiction: une section des travaux du 25&me anniversaire de 1'Ecole de
Criminologie de Montréal (1985) a é&té dédide A la personnalité; a la
personnalité est dédide une partie considérable des travaux de ce Cours

Tnternational.

Fn effet 1'analyse des technologies nouvelles et de leur
application aux systémes de justice pénale, theme du Cours actuel,
concerne une série considérable de problemes de médecine légale, soit
d'une science qui reconnalt dans la personnalité humaine 1l'objet

fondamental de ses études.

A la médecine légale et & ses laboratoires se rapportent
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directement les technologies d'identification de la personnaliteé
individuelle (tests de sang, d'urine, de sperme, analyses vocales et
moleculaires, etc.). A la médecine légale en tant que science
déorntologique de la persomne humaine, de ses devoirs et de ses droits, se
rapporte l'utilisation des autres technologies (surveillance
dlectronique, vidéo, détection du mensonge, ordinateurs, etc.), dont
1'application aux systémes de justice pénale souleve plusieurs questions
concernantes les droits de l'homme et la conduite morale dans les

domaines dee l'activité professionnelle et de la recherche scientifique.

Afin d'éclaircir ces problémes j'aborderai avant tout la
quastion de la médecine légale et de sa définition suivant une
orientation théorétique et épistémologigue qui puisse consentir une
systématisation du domaine de son activité. Fnsuite j'aborderai le
probleme des  rapports entre médecine légale, criminologie et
criminalistigque suivant la perspective des questions posées par les

travaux de ce Cours international.

2. La définition de médecine légale

A 1'heure actuelle la médecine légale risque de se fragmenter
en petits morceaux de sous—disciplines, qui vont perdre toute leur
signification si elles ne sont plus lidées & l'unité conceptuelle de la

discipline-mére (Roche, Roche et Diamant-Berger).

lLa réalité de ce processus est dénoncée par certaines
terminologies qui sont utilisdes d'habitude dans le langage commun et
qui, & mon avis, dénoncent des erreurs conceptuelles: par exemple "droit
médical" au lieu de "déontologie médico-légale", "psychiatrie légale" au

lieu de "médecine légale psychiatrigue".

On pensait jadis qgu'un probleme médico-légale pouvait étre
résolu, en cours d'expertise, par la collaboration entre lea juge et le
spécialiste d'une discipline médicale particulidre: le juge avec
T'obstétricien (& propos d'un avortement), le juge avec le spécialiste en

traumatologie (& propos de coups et blessures), le juge avec le
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gynécologue (& propos d'un viol), le juge avec l'hématologiste (pour le
diagnostic de taches de sang), le juge avec le clinicien psychiatre (&

propos d'un défaut mental).

Cette vision unilatérale, autrefois en wvigueur dans la
pratique légale et encore persistante & 1'heure actuelle en certains pays
(par exemple, anglo-saxons), a été depuis longtemps une source
remarquable d'erreurs judiciaires. Mais un autre critére s'est imposé

graduellement d'une fagon presque universelle,

Ce critére, qui est la source originale méme de la médecine
légale et le noyau central de sa raison d'étre, exige la connaissance
préalable et essentielle des problémes médicaux nécessaires pour la

compréhension et pour l'interprétation de la norme juridique.

Cette problématigue a assumé une véritable autonomie, dans le
sens qu'elle ne fait pas partie ni du domaine du droit ni du domaine de

la médecine clinique (Canepa, 1983).

l.a médecine légale est une science qui étudie la personnalité

dans ses rapports avec le droit. Par conséquent, l1'objet de ses études

(la personnalité) est le méme de la médecine clinique. Ce qui permet de
différencier la médecine légale de la médecine clinigue est la finalité
(pas 1'objet, qui est le méme) de son activité: la thérapie et la
prévention sont les finalités de la médecine clinique; 1'édvaluation
juridico-sociale est le but de la médecine légale. Deux orientations

existent au niveau de l'activité médico--légale:

1) L'évaluation des normes juridigques concernant la personnalité afin
de rendre possible leur application pratique (collaboration du

médecin légiste avec le juge).

2) L'évaluation de ces mémes normes afin de les modifier pour les
rendre, dans les législations futures, plus adéquates  aux
connaissances scientifigues (collaboration du médecin légiste avec

le législateur).
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pele but de la recherche médico-légale va s'identifier dans une finalité
d'évaluation juridico-sociale. Cette finalité peut &tre exprimée, en

synthése, dans un rapport bien défini: le rapport "personnalité et droit".

L'analyse de ce rapport, qui est la base conceptuelle de la

médecine légale, nous permet de dégager deux principes fondamentaux:

1) La personnalité, qui est & l'origine du comportement et concerne
1'individu considéré non seulement comme un "organisme biologique"
(Wolfgang), mais aussi comme un porteur de valeurs culturelles

transmises et comme membre d'un groupe ou systéeme social (Canepa,
1971).

2) La situation juridique, ol la persomnalité est insérée, qui peut
dtre exprimée par la figure géométrique d'un triangle (Carnelutti)

suivant le schéma suivant:

Dans ce schéma sont représentés deux sujets (A, B), liés entre
aux par un "rapport" juridique c'est-d~dire par la loi (ligne continue),
qui manifestent un "intérét" (ligne dessinée au trait) pour un objet

déterming (0).

Les études de médecine légale, qui portent sur la personnalité



20

dans les différents domaines du droit (pénal, civil, de sécurité

sociale), sont finalisées a évaluer:
1) l.es qualités de la personnalité en tant que sujet de droit (A, B).
2) Les lésions de la personnalité en tant qu'objet de droit (0).

Il s'ensuit que toute la médecine légale peut étre configurée
en rapport a la "situation juridique" (en matiére pénale, civile et de
sécuritéd sociale), étant donné que ses recherches visent & 1'examen de la
personnalité humaine placée dans une situation juridique déterminée,
c,est-a-dire a 1'édvaluation d'une série de problémes qui peuvent étre
présentés dans la synthése suivante, qui représente le contenu méme de la

médecine légale dans ss différents domaines (Canepa, 1983):

I- EN MATIERE PENALE:

1
i

- capacité criminelle avortement

- imputabilité (responsabilité) infanticide

3
i

- dangerosité sociale

coups et blessures

délits sexuels

!

- homicide
IIX- EN MATIERE CIVILE:
1) qualités 2) lésions
- capacité juridiqgue - dommage corporel des enfants
- capacité civile - dommage corporel des adultes
~ capacité au mariage - dommage corporel des vieux

- capacité a tester
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LTI~ EN MATIERE DE SECURITE SOCIALE:

1) qualités 2) lésions

- aptitude - maladie

- capacité de travailler ~ accident du travail

- capacité de gain - maladie professionnelle

2 1A

J'avais déja formulé ces orientations conceptuelles il y a
quelques anndes en référence & la médecine légale, (1953, 1966, 1976), en

tant que "science interdisciplinaire de la personnalité dans ses rapports

avec le droit",

En effet toute recherche ou méthodologie utilisée en médecine
légale (clinique, nécroscopique, de laboratoire) se rapporte a des
questions juridigues qui concernent la personnalité ou ses traces: méme
1'autopsie et la criminalistique médico-légale, qui visent a la
reconstruction d'um homme wvivant (son identité, les causes de sa mort,

etc,..); soit une "personnalité",

Cette orientation, qui se rapporte aussi au concept de
médecine légale "humaine'" (Franchini), poursuit la finalité essentielle
de souligner 1'importance et 1'unité de la médecine légale en tant que
science autonome, dont 1'enseignement est fondamental pour la formation
culturelle et professionnelle non seulement des médecins, mais aussi des

juristes, magistrats ou avocats.

lLe schéma unitaire de la médecine légale, que nous avons
proposé pour sa définition et pour son contenu analytique, offre a notre

considération la coexistence de trois perspectives fondamentales:
1) Une perspective évolutive, au cours de la vie de 1"homme.
2) Une perspactive comparative, en tant que schéma applicable aux

divers systémes juridiques, abstraction faite des différences que

ces systémes présentent dans les divers pays.
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3) Une perspective évaluative, pour 1'interprétation des lois en
vigueur ("médecine légale judiciaire"), aussi que pour leur réforme

en vue de la formulation des législations futures ("médecine légale

juridique").

3- Les rapports entre médecine légale, criminologie et criminalistique

Une partie considérable de la criminologie dépend des concepts
et des évaluations de la loi pénale; par conséquent son objet (la
criminalité) ne peut 8tre déterminé que des principes tirés de
1'évaluation légale et sociale. les auteurs s'accordent sur ce point et,
a cet égard, Hurwitz affirme qu'une connexion rigoureuse avec la
criminalité dans le sens légal est une conditions nécessaire préalable
pour que la criminologie puisse disposer d'une série d'"expériences

contrdlables".

Dans les mémes conditions se trouve la médecine légale, dont
les études roulent sur la personnalité dans ses rapports avec le droit

(civil, pénal et de sécurité sociale) et qui de la personnalité examine:
1) les qualités, en tant que sujet de droit;
2) les ménomations, en tant qu'objet de droit.

l.es problémes de la criminologie présente des aspects communs

avec les problémes de la médecine légale dans le domaine du droit pénal.

l.a criminologie étudie ces aspects médicaux mais elle étend
son intérét au-deld de la médecine légale. Enfin la médecine légale
offre & la criminologie un des thaémes de ses études, c'est-a-dire la
partie de médecine légale qui se rapporte a la personnalité en tant que

sujet de droit pénal.
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I1 a été nécessaire de poser avant tout le probléme des
rapports entre médecine légale et criminologie. Ce probléme nous permet

de poser une autre question concernant la criminalistique et ses rapports

avec la médecine légale et la criminologie: une question qui, & mon avis,

doit dtre dtudide sour la méme perspective.

Mous avons déja souligné gue la médecine légale peut é&tre
configurde en rapport a la situation juridigue (en matiére pénale, civile
et de sécurité sociale), étant donné que ses recherches visent & 1'examen
de la personnalité humaine, placée dans la situation juridique,
¢'est-a~dire & 1'examen des "qualités" de la personnalité (en tant que

sujet de droit); et des "lésions" de la personnalité (en tant qu'objet de
droit).

Les recherches médico-légales se rapportent & la personnalité
ou & ses traces, aussi l'autopsie et 1'examen des tlches, qui visent en
tout cas a la reconstruction d'un homme vivant (la cause de sa mort, son
identité, etc.), c'est-a-dire d'une personnalité. Cette orientation se

rapporte aussi au concept de "Médecine Légale Humaine", illustré par

I vy & de plus le probléme de 1'identification de la

ersonnalité gui se rapporte au sujet mais aussi a 1l'objet de droit: en
.......................... £ 4

effet, ce probléme médico-légal se présente & notre considération:

1)  en ce qui concerne les qgualités de la personnalitéd: en pénal
(identité du délinquant et de ses traces), en civil (identité du
pere dans les proces de filiation, identité de 1'hériter en matiére

testamentaire, etc.;

’

2) en ce qui concerne les lésions de la personnalité: en pénal et en

civil (identité de la victime, etc.).

Par conséquent, tout le domaine de la médecine légale peut
dtre configuréd par rapport & trois aspects fondamentaux de la

personnalité: identité, qualité et lésions.
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La considération du premier aspect (1'idenditéd) comprend tous

les problémes médico-légaux de 1'identification.

Ici nous trouvons la liaison avec le criminalistique, qui
s'occupe des problémes médico-légaux de 1'identification de la
personnalité en matiére pénale, susceptibles d'étre examinés par les
procédés de laboratoire. La criminalistique s'occupe aussi des procédés
de laboratoire qui concernent l'identification des traces non biologigues
dans les situations d'intérét juridico-pénal: cet aspect est complétement

au dehors de la médecine légale.

En  conclusion, la  criminalistique, qui n'est pas une
discipline autonome et qui reldve (en ce ¢ui concerne les aspects
biologiques) de la compétence des laboratoires des Instituts de Médecine
LLdgale, peut étre définie comme suit: elle s'occupe des procédés de
laboratoire qui concernent l'identification de la personnalité et de ses

traces et aussi 1'identification des traces non biologigues dans les

l.as considérations exposées nous permettent de conclure, gue
le probléme de l'identification biologique de la personnalité dans le
domaine pénal (soit de 1'auteur que de la victime, c'est-a-dire en tant
que sujet ou objet de droit pénal) reléve de la compéterce de la

criminalistique biologique, qui fait partie de la médecine légale.

Ce probléme présente un intérét évident aussi dans le domaine
de la criminologie, notamment de la recherche criminologique, appliquée

aux enguétes sur des cas criminels.

.'étude des rapports entre médecine légale et c¢riminologie
nous consent d'esquisser une véritable "criminologie médico-légale" au
niveau de trois perspectives fondamentales: 1'identité. les qualités et

laes lésions de la personnalité en tant que sujet ou objet de droit pénal.
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Je pense que, sur la base des considérations exposées, il est
possible présenter le domaine trés vaste de la médecine légale concentré

dans un schéma en trois sections:

1) L'identification de la personnalité;
2) Les qualités de la personnalité;

3) t.es lésions de la personnalité.

Cette division en trois sections doit &tre précédée par une

introduction générale qui touche les problémes suivants:

- histoire et définition de la médecine légale;
~ les formes de 1'activité médicale et les normes qui réglent cette
activité pour ce qui concerne les devoirs, les pouvoirs et les droits

(étigue et déontologie médicale dans le domaine de 1'activité profes-

sionnelle et scientifique).

Le Cours international qui va commencer propose un bilan
actuel de plusieurs catégories de technologies nouvelles, appligquées aux

systémes de justice pénale.

l.a  plupart de ces technologies présentent un intérédt qui
concerne en méme temps la médecine légale, la criminologie et 1la

criminalistique.

Afin de fournir des exemples concrets de cette approche

interdisciplinaire, avec mes collaborateurs je présenterai deux rapports:

1) un rapport en collaboration avec M. Francesco De Stephano, qui

concerne 1'identification individuelle de la personnalité (probléme
médico-légal et criminalistique) au moyen de 1'étude des régions
répétitives et hypervariables du DMA  humain, appliquée aux
expertises sur les taches de sang, ainsi que aux expertises visant a

1'attribution ou & 1'exclusion de la paternité;
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2) un rapport en collaboration avec M. Marco Lagazzi, qui concerne le

probleme éthique des nouvelles technologies génétiques (probléme de

médecine légale et déontologie).

Je vais conclure sur ces points en soulignant encore une fois
la  conception de la médecine légale en tant que "science
interdisciplinaire de la personnalité dans ses rapports avec le droit".
I1 s'agit d'une conception qui rentre dans la tradition européenne
continentale, bien différente de la conception propre a la tradition
anglaise, réductive, du médecin légiste en tant que "pathologist" (soit,

médecin des cadavres...).

La conception élargie et extensive, que je propose, de 1

b

médecine légale en tant que science interdisciplinaire de la personnalité

dans ses rapports avec le droit, se base sur les critéres suivants:

1) la solution des problémes d'expertise, concernant 1'étude de 1'homme
et de son intégrité bio-psychologique, exige surtout une compétence
et une préparation médico-légale, étant donné que c'est la médecine
légale qui a enseigné et qui enseigne comment l'on doit étudier et
approfondir, au niveau de chaque discipline de spécialisation
clinigue, les questions juridiques qui résultent de 1'application du

droit en vigueur aux problémes médico-biologiques.

2) Pour paraphraser une célébre affirmation Kantienne on pourrait dire
que le jugement de 1'expert médico-légal, qui mangue de contenu
technigue et spécialisé, est "vide"; mais ce jugement, s'il manque

de référence aux normes juridigues en vigueur, est "aveugle".

La médecine légale nord-américaine, au niveau plus qualifié, a
finalement abandonné la conception restrictive anglaise (suivant laquelle
la médecine légale se réduit & la "pathologie légale"). Cette évolution
positive est bien évidente dans les traités de médecine légale

nord-américaines (Curran, Mac Garry et Petty) et va reproduire une corncep—
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tion qui, a l'origine, était déja présente dans 1'ouvrage fondamentale de

Paolo Zacchia, qui remonte au XVII siécle.

"Rebus medicis sub specie juris": une phrase latine, qui
synthétise efficacement 1'essence spécifique de la médecine légale et son
conteny spécialisé. Ce qui représente le point de départ pour batir
1'unité épistémologique de la médecine légale, en tant que science

interdisciplinaire de la personnalité et de ses rapports avec le droit.

Cette orientation consent de mettre en évidence des liaisons
trés étroites avec la criminologie et la criminalistique, que j'ai pensé
de signaler et de souligner au début de ce Cours International, auquel je
souhaite le plus grand succds, avec les compliments aux meilleurs

organisateurs.
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NEW TECHNOLOGIES IN CRIMINAL JUSTICE:

AN OVERVIEW!

BY
DAVID J. ROBERTS
DIRECTOR
RESEARCH AND STATISTICS PROGRAM
SEARCH GROUP, INC

925 SECRET RIVER DRIVE, SUITE H
SACRAMENTO, CALIFORNIA 95831

INTRODUCTION

In the early part of this century, when automobiles and radios were first being
introduced into police work, August Vollmer, a noted police reformer of the day,
commented on the impact of this new technology:

[W]ith the advent of the radio equipped car a new era has come. . . .

Districts of many square miles . . . are now covered by the roving patrol

car, fast, efficient, stealthy, having no regular beat to patrol, just as liable to

be within 60 feet as 3 miles of the crook plying his trade—the very enigma

of this specialized fellow who is coming to realize that a few moments may
bring them down about him like a swarm of bees—this lightning swift

“angel of death.””2

Although we now know that Vollmer was a bit optimistic in his assessment, new
technologies have found increasing application in criminal justice, often with dramatic

results.

IMuch of this presentation is drawn from D.J. Roberts, J.A. Ryder, T.F. Wilson, New
Technologies in Criminal Justice: An Appraisal [A Report to the Office of Technology Assessment, U.S.
Congress.] Sacramento, CA: SEARCH Group, Inc., Draft, June 8, 1987).

2National Commission on Law Observance and Enforcement, Report No. 14, The Police
(Washington, D.C.: U.S. Government Printing Office, 1930), pp. 90-98, quoted in J. Rubinstein, City
Police New York: Farrar, Straus and Giroux, 1973), at p. 20.
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The purpose of this course, then, is to provide an overview of the new technologies
which are finding application in criminal justice, to evaluate the technical capabilities and
operational consequences of their application, and to examine some of the legal and ethical
controversies which arise when these technologies are applied.

Judith Ryder, Tom Wilson and I recently wrote a report on New Technologies in
Criminal Justice for the Office of Technology Assessment of the United States Congress. 3
In that report we reviewed a broad range of technologies which have a current or potential
application in criminal justice. To organize our efforts somewhat we divided the justice
system into four principal domains:

+ Investigation and Identification;

+ Decisionmaking in Criminal Justice;

+ Correctional Supervision and Treatment; and

+» Information Processing and Communications.

The purpose of my presentation today is to assess the general capabilities of these
technologies and to discuss the broad implications of their use in society. In my discussion
I use an expansive definition of technology which includes the innovative use of
information, such as data on career criminals, to support law enforcement applications
(such as the repeat offender project of the Washington, D.C. Police Department) career

criminal prosecution programs, and the development of bail, sentencing and parole

guidelines.

INVESTIGATION AND IDENTIFICATION

Within the domain of investigation and identification we have seen the emergence of

several new technologies which offer significant new capabilities to criminal justice

3See D.J. Roberts, J.A. Ryder, and T.F. Wilson, supra note 1.
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agencies. Perhaps one of the most exciting and operationally significant technology is the

introduction of Automated Fingerprint Identification Systems (AFIS).

Automated Fingerprint ldentification Systems

The newest generation of Automated Fingerprint Identification Systems (AFIS) has
revolutionized fingerprint identification technology in the 1980’s.4 The heart of AFIS
technology is the ability of new computer equipment to scan and digitize fingerprints, to
automatically create a spatial geometry or map of the unique ridge patterns and minutiae of
the prints, and to translate this spatial relationship into a binary code for the computer’s
searching algorithm. Making incredibly fine distinctions among literally thousands or
millions of prints, an AFIS computer can compare a new fingerprint with massive
collections prints on file in a matter of minutes and can make identifications that previously
were possible only through a time-consuming and error-prone process of manual
comparison.

AFIS technology has greatly increased the speed and accuracy of ten-print
processing and has made it possible to conduct “cold searches” (i.e., a search where there
are no suspects or other identifying information other than the crime scene prints) of latent
prints against very large fingerprint files. Thus, AFIS technology has significantly
improved the efficiency of the criminal identification process and has added an important
new crime-solving capability to the law enforcement arsenal.

What is perhaps most extraordinary about these new systems is the sophistication
and intricacy of the scanning and mapping algorithms, which convert the unique spatial
relationship of a fingerprint’s characteristics, called minutiae—the ridge endings,

bifurcations, and additional ridge direction and contour information—into a digitized

4See T.F. Wilson, "Automated Fingerprint Identification Systems," Law Enforcment Technology
(August-September 1986), pp. 1748; T.F. Wilson and P.L. Woodard, Automated Fingerprint Identification
Systems (AFIS): Technology and Policy Issues (Washington, D.C.: U. S. Department of Justice: Bureau
of Justice Statistics, forthcoming); and Proceedings of a SEARCH National Conference on Automated
Fingerprint Identification Systems, Kansas City, Missouri, February 26-28, 1986. (Sacramento: SEARCH
Group, Inc., forthcoming).
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representation of the fingerprint. In a ten-print to ten-print search on good quality inked
impressions, the computer plots the spatial relationship of 90 or more minutiae points for
each finger—a number high enough to distinguish the uniqueness of that print from all
others and to make it virtually certain that the computer will be successful in matching the
candidate prints with the prints in the file. Latent prints have less minutiae data for the
scanners to map. Nevertheless, working with only 15 to 20 minutiae points the systems
can score matches. One law enforcement agency reported a hit made on a partial latent print
which yielded only eight minutiae points.3

In preparing fingerprints to be searched, the system allows the technician to
enhance the prints, correcting for breaks in the fingerprint pattern caused by blood, dirt,
scars or burns. The system can even provide an evaluation of the quality of the print,
disqualifying inferior prints. This print enhancement capability is especially important in
searching latent prints, since it enables an experienced technician to fill in missing or
blurred portions of print fragments to produce more useful images for the computer to
work with.

Equally sophisticated are the search algorithms used in the new AFIS systems to
convert the minutiae data and ridge direction and contour data extracted by the scanner into
a unique binary code that the computer can use in searching its files. The search algorithm
determines the degree of correlation among the location, angle and relationship of the
minutiae of the search print and the minutiae patterns of file prints. The computer is not
actually comparing fingerprint images in its search; it is conducting a mathematical search
that will provide a candidate list of those binary codes in the file most similar to the binary
code used in the search.

The mathematical search is carried out by an AFIS system component called a

matcher, which can search a candidate print (a rolled, ink impression of a suspect’s prints

SInterview with Sergeant Kenneth Moses, Crime Scene Investigations, San Francisco Police
Department, March 29, 1985.
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or the latent print found at the crime scene) against the file prints at a rate of 500 to 600
prints per second. Matchers operate in parallel, each taking a portion of the data base. As
file size increases, matchers may be added so that there need be no diminution of searching
speed. Average searching time is, however, relative to a number of factors including the
number of matchers employed, the time spent in preparing and enhancing the prints and
entering demographic data to limit the number of prints to be searched, and the time the
candidate prints wait in the system’s queue (temporary memory storage) prior to the search
process. Search time for a ten-print search (rolled print to rolled print comparison) in a file
of under 500,000 prints is a matter of minutes. For a latent search, the search time
averages about one-half hour.

During the search for a mathematical match, the computer uses a scoring system
that assigns points to each of the criteria used in the match. The technician defines the
parameters of the search and sets a threshold score above which he has assurance that a
match has produced a hit. At the conclusion of the search, the system reads out the
candidate list of matches, the number of which was defined by the technician as a search
parameter. Based on parameters set in the scoring system, the score of the candidate in the
number one position, if high enough, indicates that the match is probably a hit. If the
score is low, it means that the system has chosen the selected number of candidates most
similar to the search print, but there is little probability of a hit. The optimal functioning of
an AFIS would produce a hit on the candidate in the number one position every time and
the score would be high enough to leave no doubt as to the match. For the 10-print search,
fingerprint experts are reporting that in 98 percent of the prints that are matched, the
candidate’s score met the threshold and was in the number one position.6 This level of
accuracy, which is made possible by the large number of minutiae available from rolled

prints, eliminates the necessity of comparing the search prints with the file prints of the

6Proceedings of a SEARCH National Conference on Automated Fingerprint Identification
Ssytems. Kansas City, Missouri, February 26-28, 1986 (Sacramento: SEARCH Group, Inc., forthcoming).
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other candidates on the list. If all of the candidates fall below the threshold score, then
there is a high probability that the candidate’s prints are not in the system. Nevertheless,
some AFIS systems have policies calling for review of selected candidate prints in such
cases, as an added precaution against missed identifications. For example, some
jurisdications have a policy which requires comparison of the search prints with the file
prints of the candidate in the number one position if there is a sizable differential between
the scores of the number one and two positions.” For latent searches, where there are
fewer minutiae to work with, comparisions may be made on as many as three to five
candidates. Such policy determinations, in general, factor technical performance, cost,
time, and the priority given to particular kinds of crimes.

Finally, it is important to note that an AFIS makes no final decisions on identity.
While the score may virtually guarantee a hit, only the trained eye of the fingerprint
technician will make the final verification. The use of the fingerprint as evidence in court
requires the fingerprint technician to prove, by a comparison of measurements and points
of minutiae on the latent and file prints, that the prints match. For verification, an AFIS

assists, but it does not replace, the fingerprint expert.

Biometric Security Systems

In addition to AFIS, we are also witnessing important advances in a variety of
biometric security systems which may ultimately affect our lives in ways we have only
begun to realize.

Recent advances in microchip design are increasingly being used in devices which
verify the identity of persons seeking access to controlled or classified data or secured

areas. This new technology includes devices that read fingerprints, palm prints, hand

TThe California Department of Justice’s CAL-ID statewide AFIS, for example, has adopted the

above policy and others based on careful study and testing of its AFIS performance relative to candidate
position and hit frequency.



36

geometry, voice, and retinal blood vessel patterns.8 One of the early and commercially
successful devices to verify identity was Identimat, a product of Stellar Systems Inc., a San
Jose, California company. The device measures the spatial geometry of the hand (i.e., the
length, curvature and webbing between fingers) in order to verify the identity of the
person. The device works by having the user insert a card, containing the authorized
individual’s hand geometry data magnetically encoded, and then placing his or her hand in
the four slots of the machine’s surface to verify that the geometry of the hand in the slots is
identical to the one stored on the card. The individual hand geometry data can also reside
within a microcomputer linked to the machine, thus obviating the need for a separate card.
The device is currently used in a variety of applications, ranging from nuclear facilities,
government installations, banks, automatic teller machines, and even the cafeteria of a

major university.

Direct Readings

Other biometric devices read individual fingerprints or palm prints directly from an
individual’s hand. Both Identix and Fingermatrix manufacture products which allow
identity verification by reading individual fingerprints. These systems allow the operator to
review the fingerprint on an accompanying screen to determine the quality of the print, thus
averting the collection of poor quality fingerprints. The system can be used to create the
standard ten-print fingerprint cards which are generally used by police departments and the
FBI, allowing faster processing and eliminating the mess and smudging of traditional inked
prints. Mitsubishi Electric is presently designing a system which will utilize palm prints, in
a manner similar to the hand geometry system designed by Stellar Systems, but without the

user card.

8For general discussions of contemporary biometric technology see M. Thompson, “In Search of
Security’s Future,” Security World 23 (January 1986), pp. 26-32 and M. Thompson, “The Newest Wave:
Biometric Security,” Security World 22 (February 1985), pp. 39-43.
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Retinal Scanning

Another innovative strategy in identity verification relies on the pattern of the blood
vessels of the retina. Easily seen behind one’s pupil, the patterns appear to be unique to
each individual. EyeDentify Inc., has developed a device into which an individual peers
through a raised set of opera glasses attached to a machine with a keypad station. The eye
camera scans an area of the retina with a safe, low-level infrared light, which is fed back to
a photo sensor. The resulting waveform is then digitized into computer language,
computer processed, and stored as a signature template. On subsequent attempts to gain

entry by the individual, the machine compares the eye signature with the authorizations on

file.

DNA Fingerprinting

Another area of technological advance which promises important contributions in
criminal justice as well as the civil justice systems is DNA Fingerprinting. British scientists
have recently developed a test in which the deoxyribonucleic acid (DNA), which is
contained in every cell of the human body, is examined to determine the sequencing of
nucleotides as a method of identification.9 The actual sequences of nucleotides are the
same in all persons, but the number of sequences and the pattern of those sequences varies
with each individual. It is this variation that scientists believe will be useful in establishing
individual identification. Preliminary tests indicate that the nucleotides are sequenced in a
pattern nearly unique to each individual; only identical twins have been found to share

common DNA patterns, and scientists hope subsequent advances will help distinguish

unique traits between twins.

9p.Gill, AJ. Jeffreys and D.J. Werrett, “Forensic Application of DNA ‘Fingerprints’™ Nature 318
(December 1985), pp. 577-579. Also see P. Gill, J.E. Lygo, S.J. Fowler and D.J. Werrett, “An Evaluation
of DNA Fingerprinting for Forensic Purposes” Electrophoresis 8 (1985), pp. 38-44; P. Gill, “A New
Method for Sex Determination of the Donor of Forensic Samples Using a Recombinant DNA Probe”
Electrophoresis 8 (1985) pp. 35-38; and B. E. Dodd, “DNA Fingerprinting in Matters of Family and

Crime” Nature 318 (December 1985), pp. 506-507. L.K. Altman, “The Ultimate Fingerprint” New York
Times.
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The test to apply DNA chemical sequencing was first reported by Dr. Alec J.
Jeffreys, of the University of Leicester, who, working with two other scientists from the
British Home Office’s Forensic Science Service, adapted the test for criminological uses.
Experts believe the test will be useful in rape and homicide investigations, where blood or
semen evidence can often be retrieved. The test should also prove useful in the civil justice
system for determining paternity.

Forensic specialists in the United States are also studying the application of this
new technology to criminal justice. One of the major problems challenging the routine use
of this test in homicide and rape cases is the relatively large amount of blood or semen
required in order to conduct the test. Scientists working at the FBI, however, are hopeful
that they will be able to overcome this difficulty, and they view the procedure as one which

will have great potential in law enforcement investigations. 10

Artificial Intelligence

One area of innovation which we view as having significant potential application in
criminal justice is the use of artificial intelligence. Artificial Intelligence (Al) is a relatively
new discipline within computer science, which after 30 years of research and development
in universities and the private sector has begun to yield commercially available products.!! .
While there is much disagreement about the definition of artificial intelligence, the common

element that distinguishes Al from other computer disciplines is the attempt to imbue

W1nterview with Dr. Bruce Budowle, Forensic Specialist, Crime Laboratory, Federal Bureau of
Investigation, February 17, 1987.

lFor a comprehensive review of artificial intelligence, see A. Barr and E. Feigenbaum, The
Handbook of Artificial Intelligence, Volumes 1-3 (Stanford, CA: HeurisTech Press, 1982). Also see R.
Forsyth and C. Naylor, The Hitch-Hiker's Guide to Artificial Intelligence (London: Chapman and
Hall/Methuen, 1986); H.C. Mishkoff, Understanding Artificial Intelligence (Indianapolis, IN: Howard W.
Sams & Co., 1985); W.B. Gevarter, Intelligent Machines: An Introductory Perspective of Artificial
Intelligence and Robotics (Englewood Cliffs, NJ: Prentice-Hall, 1985); D. Peat, Artificial Intelligence:
How Machines Think (New York: Baen Enterprises, 1985); and P.H. Winston and K.A. Predergast, eds.
The Al Business: Commercial Uses of Artificial Intelligence (Cambridge, MA: The MIT Press, 1984)
[hereinafter cited The Al Business].
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computers with traits associated with human mentation—specifically those associated with
human understanding and intelligence.

The four predominant artificial intelligence research and development applications
that have made significant progress are Natural Language Processing, Computer Vision,

Expert Systems, and Problem Solving and Planning.

Expert Systems

Expert systems are computer programs that embody human expertise in a particular
domain (area of expertise) of knowledge. They are, in a figurative sense, the cloning of an
expert’s methods of problem solving.}2 Expert systems, at least at present, do not replace
experts; rather, they act as assistants who give advice to experts and to those who do not
have access to experts. Expert systems emulate the thinking processes of the best experts
on their best days. Experts are human and in the course of their daily work they are subject
to memory lapses, distractions, and other interferences and failings of their reasoning
processes. More important, experts age, retire and die, all of which may result in an
irretrievable loss of the expertise. In the process of transferring an expert’s knowledge to a
computer, however, the experts are given the opportunity to carefully articulate, examine
and test their rules and methods for problem solving, thereby capturing their best
info.rmation.

Expert systems are distinguished from database management systems by their
ability to apply reason to the knowledge in their databases. Database management systems
store declarative knowledge, or facts, in their data bases and can retreive those facts
rapidly. In contrast, expert systems contain both declarative knowledge and procedural
knowledge, which allows them to apply the reasoning processes of human experts to the

declarative knowledge. For example, a database management system could store and

12R. Davis, “Amplifying Expertise with Expert Systems,” in Winston and Prendergast, eds., The
Al Business, see note 11, p. 18.
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rapidly retrieve all of the symptoms of various illnesses, while an expert system would be
able to diagnose a specific illness from the various symptoms, suggest a method of
treatment, and explain the steps used in arriving at the solution.!3

In recent years we have seen growing development in the application of Al in
criminal justice, primarily in the area of expert system. Examples of expert systems in
criminal justice include:

* Criminal profiling for serial murder and rape. Under development by the
FBI’s Behavioral Science Investigative Support Unit, National Center for

the Analysis of Violent Crime, FBI Academy, Quantico, Virginia.l4

* Serology Analysis. Under development by the California Department of
Justice.

* Organized Crime and Labor Racketeering. Called “Big Floyd” and “Little
Floyd.” Developed by the FBI’s Technical Services Division.

» Narcotics Interdiction. Under development by the FBI’s Technical
Services Division.

» Counterterrorism. Under development by the FBI's Technical Services
Division.

» Name Searching System for Various FBI Data Bases. Under develop-
ment by the FBI’s Technical Services Division.

Components of Expert Systems

Most expert systems are developed to solve specific problems. There is no one
standard expert system. There are, however, three principal components common to most
expert systems: a knowledge base, an inference engine, and a user interface.

The knowledge base may be defined as the component of an expert system that

contains the system’s declarative and procedural knowledge. It is the expert’s knowledge

13Examples of operating medical diagnostic expert systems are MYCIN, CASNET, and
INTERNIST. Descriptions of these systems are provided in Barr and Feigenbaum, The Handbook of
Artificial Intelligence, see note 11, Volume 2, pp. 184-223.

141nerview with W. Tafoya, Behavioral Science Investigative Support Unit, Federal Bureau of
Investigation, January 5, 1987; interviews with W. Tafoya, D. Icove and R. Rabussen, Behavioral Science
Investigative Support Unit, Federal Bureau of Investigation, January 15, 1987. For discussion of criminal
profiling and the expert system being developed by the FBI, see J.E. Douglas and A E. Burgess, “Criminal
Profiling: A Viable Investigative Tool Against Violent Crime,” FBI Law Enforcement Bulletin 55,
(December 1986), p. 9; D.J. lcove, “Automated Crime Profiling,” Ibid., p. 27.
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of a particular domain and his heuristics (rules of thumb), which provide a procedure for
attempting to solve a given problem. The inference engine is that component which
controls the system'’s operation by selecting the rules to use, accessing and executing those
rules, and determining when a solution has been found. The inference engine also
functions as the control structure or rule interpreter. The user interface is the component of
an expert system that allows bidirectional communication between the system and its user.
Most user interfaces utilize another Al technique, that of natural language processing.

The development of an expert system begins with a working partnership between a
knowledge engineer and a domain expert to build the knowledge, i.e., the database of
declarative and procedural knowledge. The knowledge base may be the expertise of one or

LA

more experts in a given field. This is a complex process, sometimes, requiring as many as
six years to capture and translate the expert’s knowledge intofthc expert system’s
knowledge base. The dominant form of knowledge representation in today’s expert
systems is the rule-based production system. In a rule-based expert system, the knowledge
engineer integrates the declarative knowledge of the domain expert with the procedural
knowledge in the form of heuristic if-then statements. The expert system may also contain
rules that do not pertain to the domain; these are called meta-rules, which specify under
what conditions a certain rule in the knowledge base should be followed instead of another.

An example of an if-then, rule-based expert system in medical diagnosis is
MYCIN. The knowledge base contains scientific data linking symtoms to illnesses in the

following manner:

IF 1) the infection is primary-bacteremia, and
2) the site of the culture is one of the sterile sites, and
3) the suspected portal of entry of the organism is the
gastrointestinal tract,

THEN there is suggestive evidence (.7) [probability] that the
identity of the organism is bacteroids.15

L1bid., p. 187.
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The inference engine is constructed to act on a particular domain or knowledge
base, although there are expert shells that supply an inference engine to more than one
domain, 1f the domains are similar in structure. One of the key features of expert systems is
that they speed searching and eliminate paths known to result in dead ends. It is the
inference engine that provides the “reasoning” component of the expert system, selecting
and executing the applicable rules and deciding when a suitable solution has been found.
Problem solving in rule-based systems is usually executed by relating elements of
knowledge into branches represented by if-then statements: if A, then B; if B, then C; or, if
not A, then D. Each branch opens the possibility of choices and directions in problem
solving. The inference engine is the decisionmaking component determining which
branches to follow and which to eliminate in the problem solving process.

The user interface allows communication between the user and the expert system.
The user presents the problem to the expert system, the expert system responds with its
problem solution, and, if asked to do so, with its reasoning process. Because most domain
experts normally are not computer experts, most expert systems are designed to be user

friendly, using ordinary English by means of an AI component called a natural language

processor.

Characteristics and Benefits of Expert Systems

Expert systems are distinguished by at least the following characteristics:

» Expert systems capture the expertise and problem solving methods of an
expert or experts, thereby preserving institutional knowledge for the future
and allowing it to be transferred to other users.

« Expert systems have faultless memories, capable of storing enormous
amounts of information; they do not forget anything that is put in their
knowledge base. ‘

» Expert systems have the ability to “reason”—that is, they utilize rule-
based procedures to select and make decisions on the elements of a new
problem based upon prior knowledge captured by the system. The decision-
making results in a solution to the problem.
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» Expert systems can explain their reasoning process, showing the path of
their decisionmaking logic.

+ Expert systems have the ability to “learn”—that is, they can add

knowledge to the knowledge base without the necessity of reprogramming,
as in database management systems.

 Expert systems provide a means for testing and validating the knowledge
base by examining real cases against the system. As such, they provide an
iterative process of formulating and validating knowledge.

Expert Systems in Criminal Justice

Through their ability to institutionalize knowledge, and to disseminate rare investi-
gative expertise, expert systems have the potential to benefit criminal justice operations
enormously. Experts in fields such as criminal profiling,!6 forgery, arson, serial murder

L
i

and|rape investigation may have accrued as many as 30 years of experience in problem

i

solving. When those experts leave their criminal justice agency, they take their expertise
with them, causing the agency to begin replacing that expertise--a costly process which
may take another lifetime to accomplish. Moreover, expert systems extend the range of the
expert beyond a particular institution. Small agencies with less experienced or no experts
may benefit from transferrable expert system programs that can assist in investigative
problem solving.

Expert systems may also benefit the criminal justice community economically.
While they are expensive to develop, they can supplement the work of criminal justice
agencies in times of fiscal restraints, personnel cutbacks and hiring limitations.

The FBI views artificial intelligence as an opportunity to capture institutional
knowledge, and the systems being developed by the Bureau are extensive. Expert systems
are particularly critical to the investigative work of the FBI because frequently, the most
effective investigators are promoted out of investigation and into management positions.

This deprivation of highly trained investigators is compounded by early retirement and

16For a general discussion of criminal profiling, see B. Porter, “Mind Hunters,” Psychology
Today (April, 1983), pp. 44-52.
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other attn‘ti;m factors. In addition, the Bureau relies heavily on the expertise of local law
enforcement officers, who, after being trained and participating in the Bureau’s narcotics
and drug interdiction program, return to their own jurisdictions, draining the FBI of
valuable human resources.

Although the FBI is currently working inhouse on the development of Al
applications, they have also used outside agencies to help develop systems, including the
Institute for Defense Analysis. The Institute worked with the Bureau in developing “Big
Floyd,” a labor racketeering expert system, which is able to access and utilize the data
contained in more than 3 million records in the FBI's Organized Crime Information
System. The program, which derives its nickname from Floyd Clark, head of the Criminal
Identification Division, is a very large relational database based on an “entity relation
model.” Relevant statutes, such as RICO are also in the system. The system allows an
investigator to start with a person or organization, look at the statutes and their constituent
parts, and ask questions such as: “Do I have enough evidence to charge this
person/organization?” The program will analyze all data pertaining to an offender/organi-
zation and come to a conclusion. If there is not sufficient evidence, the program will
suggest, for example, the kind of additional information that is needed and will suggest
that, given the various relationships between individuals in the database, Subject “X” is
likely to have data which may implicate the suspect in various crimes. The program will

also suggest strategies for “turning” X into an informant.
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DECISIONMAKING IN CRIMINAL JUSTICE

A considerable amount of research in criminal justice has recently focused on the
longitudinal sequence of offenses which comprise an offender’s “criminal career.”17 Most
notable among this body of research of course is the work of Dr. Alfred Blumstein, who
recently concluded several years of research with the National Academy of Sciences. A
consistent finding of this body of research is the existence of a small core of recalcitrant and
very active offenders who are responsible for a disproportionately large share of crime. 18
These findings have significant policy implications, particularly when considered in light of
the burgeoning prison populations which today confront most states.1?

In an effort to achieve the greatest crime reduction benefits in the most cost effective
way, two innovative strategies for the apprehension and prosecution of persistent offenders
have recently emerged. The Repeat Offender Project (ROP) of the Washington, D.C.
police department is an example of law enforcement offender targeting in which the police

sought to concentrate investigative resources on apprehending high-rate, repeat offen-

174. Blumstein, J. Cohen, J. Roth and C. Visher, eds., Criminal Careers and “Career Criminals”
Volumes 1 and 2. (Washington, D.C.: National Academy Press, 1986); A. Blumstein, D. Farrington and S.
Moitra, “Delinquency Careers: Innocents, Desisters, and Persisters,” in M. Tonry and N. Morris, eds, Crime
and Justice: An Annual Review of Research, Volume 6 (Chicago, IL: University of Chicago Press, 1985);
P. Greenwood, with A. Abrahamse, Selective Incapacitation (Santa Monica, CA: Rand Corp., 1982); J.
Chaiken and M. Chaiken, Varieties of Criminal Behavior (Santa Monica, CA: Rand Corp., 1982); J.
Petersilia, “Criminal Career Research: A Review of Recent Evidence,” in N. Morris and M. Tonry, eds,
Crime and Justice: An Annual Review of Research,Volume 2 (Chicago, IL: University of Chicago Press,

1980); J. Petersilia, P. Greenwood and M. Lavin, Criminal Careers of Habitual Felons (Santa Monica, CA:
Rand Corp., 1977).

181bid.; M.E. Wolfgang, R.M. Figlio, and T. Sellin, Delinquency in a Birth Cohort (Chicago:
University of Chicago Press, 1972). Woifgang et. al. reported that six percent of their cohort of nearly
10,000 males born in 1945 were responsible for over half (52 percent) of the arrests recorded by the boys by
their eighteenth birthdays. But see M. Gottfredson and T. Hirschi, *“The True Value of Lambda Would
Appear to be Zero: An Essay on Career Criminals, Criminal Careers, Selective Incapacitation, Cohort
Studies, and Related Topics,” Criminology 24, (1986) p. 213.

194 recent report of the U.S. Bureau of Justice Statistics indicates that the number of prisoners
housed in state prisons has significantly outpaced capacity. U.S. Bureau of Justice Statistics, Population

Density in State Prisons (Washington, D.C.: U.S. Department of Justice: Bureau of Justice Statistics,
1986).
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ders.20 The Major Violator Unit (MVU) of the San Diego District Attorney’s Office is an
example of a career criminal prosecution program, in which prosecutors sought to target

prosecution resources on serious, repeat offenders.2l Both projects have proven effective.

The Washington, D.C. Repeat Offender Project (ROP)

The Washington, D.C. Repeat Offender Project (ROP) which was established in
1982, created a specialized unit comprised of 88 officers whose responsibility was the
proactive22 apprehension of high-rate, repeat offenders.23 The unit was organized into
seven-member squads, each led by a sergeant.

The ROP project targeted two types of offenders for apprehension: those currently
wanted on one or more outstanding warrants (“warrant targets”) and those who were
believed to be criminally active, though not presently wanted (“ROP-initiated targets™).
Both types of offenders were targeted based on “the belief that the person is committing
five or more Part I offenses per week.”24 A target committee, composed of three
experienced investigators, initially targeted offenders through the use of criminal history

record information, though this proved an ineffective and unreliable indicator of criminal

20For a recent review of other such programs, see W. Gay and W. Bowers, Targeting Law
Enforcement Resources: The Career Criminal Focus (Washington, D.C.: U.S. Department of Justice,
1985).

21“Symposium on the Career Criminal Program,” Journal of Criminal Law and Criminology 71
(Summer 1980), pp. 83-123. [Includes papers discussing the objectives of career criminal prosecution
programs, selection criteria, the problems with existing prediction devices, and evaluations of operating
programs.]

225 3. Reiss, Jr., The Police and the Public (New Haven, Conn.: Yale University Press, 1971).
Reiss distinguishes reactive and proactive police organizations as follows: “We have termed the police force
a reactive organization when it is mobilized by calls or complaints from citizens, and a proactive
organization when it seeks criminal violations on its own initiative.” Ibid., p. 88.

23S E. Martin and L.W. Sherman Catching Career Criminals: The Washington, D.C., Repeat
Offender Project (Washington, D.C.: National Institute of Justice, 1986) [Hereinafter cited Catching Career
Criminals]. This unit was subsequently reduced to 60 officers. Ibid., p. 9. Also see S.E. Martin and L.W.
Sherman, “Selective Apprehension: A Police Strategy for Repeat Offenders,” Criminology 24, (1986) p.
155.

241pid., p.8. Part I offenses refer to the Index crimes of the Uniform Crime Reporting (UCR)
program of the FBI. Federal Bureau of Investigation, Crime in the United States: 1985 (Washington, D.C.:
U.S. Government Printing Office, 1986) p. 331. The Index is comprised of murder, forcible rape, robbery,
aggravated assault, burglary, larceny-theft, and auto theft. In 1978, arson was added to the Index, though it
is separately accounted. Ibid.
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activity. The officers subsequently used information obtained from other police units and
street informants as the basis of their work, having established a ﬁch set of criteria for
targeting offenders and unique styles of investigation:

The unit received daily lists of major violators wanted by the department, criminal
records of recent arrestees, daily crime reports from other districts, and specially prepared
weekly printouts listing offenders wanted on numerous warrants. While the squads
initially used lengthy surveillance of targets as their primary tactic, they later developed a
variety of investigative and undercover techniques.

Following a 26 week experiment, data were compiled and an analysis of the
effectiveness of the ROP project was performed. The findings indicate an increased
likelihood of arrest, prosecution, conviction and sentence to confinement for ROP-targeted
offenders. In addition, ROP arrestees generally had significantly longer criminal history
records and were typically charged with more serious offenses than a comparison group of
arrestees.2> Overall police productivity, as measured by the gross number of arrests per
officer, decreased during the project. This finding, however, must be weighed with the

quality of arrests made by the ROP officers.

San Diego District Attorney’s Major Violators Unit (MVU)

In July 1975, the San Diego District Attorney initiated the Major Violators Unit
(MVU) project, aimed at identifying serious, repeat robbery offenders and prosecuting
them to the full extent of the law. The program was initiated in response to massive
increases in robberies (up 260% between 1968 and 1974) in the San Diego area. The unit

was staffed by six senior deputy district attorneys, a research analyst, and three clerical

251bid., pp. 11-13.



48

support personnel. Unlike other criminal career prosecution programs, the San Diego
MVU project was designed to concentrate solely on habitual robbery offenders.26

The broad goals of the program were 1) the early identification of serious, repeat
robbery offenders, 2) vertical prosecution and reduced caseloads, 3) reduced plea
bargaining, 4) increased convictions, and 5) appropriate prison sentences.

Identifying the serious robbery offender was aided by applying the following
Criteria:

+ the suspect is under arrest for committing three or more separate robbery
offenses; or

* the suspect is under arrest for robbery and within the last 10 years has
been convicted of one or more of a series of specified serious offenses; or

» the prosecutor uses his discretion to accept a case involving great bodily
harm or a defendant with several prior felony convictions.27

The MVU unit instituted a vertical prosecution technique which allowed a single
prosecutor to handle cases throughout the prosecution, from arrest to final disposition.28
Prosecutors assigned to the MVU unit handled a reduced caseload (8 cases per attorney
compared to 22 cases per attorney in the Superior Court Division), allowing them to devote
personal attention to a variety of tasks which might otherwise have been handled by others.
The MVU attorneys attended bail hearings with the intent of having bail set high;
maintained personal contact with witnesses, in order to encourage them to testify at trial;
handled their own pretrial motions; assisted probation offices in preparing presentence

investigations, including calculating a recommended sentence; prepared a prison statement

26“Symposium on the Career Criminal Program,” see note 21. This discussion of the San Diego
program is drawn largely from D. Whitcomb, An Exemplary Project: Major Violator Unit, San Diego,
California (Washington, D.C.: U.S. Government Printing Office, September 1980) {Hereinafter cited Major
Violator Unit.] Also see West’s Ann. Penal Code §§999b-h, regarding California’s career criminal statute.

27Twhitcomb, Major Violator Unit, see note 26, p. 56.

281t is not an uncommon occurrence for several different deputy prosecuting attorneys to handle a
single case throughout the course of a prosecution. This may occur as a result of the significant volume of
cases routinely handled in large prosecutors’ offices and the fact than an attorney is required to be present at
various stages of the criminal justice process. Since the prosecuting attorney who handled the preliminary
hearing of a particular offender may be involved in another proceeding when the offender’s trial is scheduled,
another prosecutor may be called upon to handle the case at trial.
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for offenders sentenced to prison, expressing their perception of the offender’s character
and rehabilitative potential; and attended probation revocation proceedings when the crime
committed qualified the defendant for MVU prosecution.

The MVU project adopted a tough plea bargaining policy of “descriptive pleading.”
The prosecutor was to review the nature of the current offense and the offender’s criminal
history, and select a configuration of charges which best described the offense and which,
if proven, would obtain the optimal penalty. Defendants who desired to plead guilty were
required to plead to the top (most serious) felony count or, in mulitple count cases, to more
than one felony count, or the prosecutor would try the case. If the case went to court, the
defendant ran the risk of being convicted of each of the original charges.

In addition to identifying the most serious robbery offenders, personally handling
the cases throughout prosecution, and adopting a firm stance in plea and charge
negotiation, the unit’s prosecutors also sought lengthy sentences for those convicted. Two
principal tactics were used by prosecutors in seeking lengthy sentences: applying
enhancements29 wherever possible, and seeking consecutive sentences rather than
concurrent sentences.30

The results of an evaluation indicate substantial success in achieving the objectives
of the project. Bail for MVU defendants was typically set at $20,000-$25,000, compared
to $5,000-$10,000 for comparable defendants charged before the project started. The unit
obtained high conviction rates for MVU defendants (90 percent were convicted either by
guilty plea or were found guilty at trial) as well as high incarceration rates (virturally every

MVU conviction resulted in incarceration). The unit also produced lengthy sentences for

29Enhancements are extended sentences authorized by California statutes for crimes involving

firearms, great bodily harm, repeat offenders, and other similar aggravating circumstances. See West's Ann.
Penal Code §1170.1; §12022; §12022.5.

30See West’s Ann. Penal Code §§4501; 4501.5; 4502; 4503; 4532; 1170.1; 12022; 12022.5;
12022.6; 12022.7.
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those convicted; an average sentence of 8.8 years for MVU defendants compared to 4.6

years for a comparable pre-project cohort.3!

Decisionmaking Guidelivnes

In addition to projects that aid law enforcement and prosecutors in dealing with the
chronic offender, recent years have also witnessed the emergence of innovative tools to aid
practitioners in the complex process of decisionmaking when predictions of future behavior
must be made. Setting bail, sentencing, releasing from prison and admitting to parole are
discretionary decisions which necessarily involve the prediction of behavior. In setting bail
the judge must consider the likelihood that a defendant will appear at trial. In sentencing,
the judge may evaluate the danger an offender poses to society as well as his rehabilitative
potential. Similarly, correctional officials and parole boards must also evaluate the
likelihood that an offender will return to crime upon his release from prison.

In an effort to aid judges and correctional and parole officials in making these
consequential and difficult decisions, an innovative decisionmaking tool has recently
emerged. Parole, sentencing, and bail guidelines have attempted to bring structure,
rationality, and consistency to correctional and judicial decisionmaking. It would not be

overstatement to observe that these projects have revolutionized decisionmaking in criminal

justice.

31p. Whitcomb, Major Violator Unit, see note 26, pp. 31-52.
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OFFENDER SUPERVISION AND TREATMENT

A variety of alternatives have emerged in recent years in an attempt to divert from
prison those offenders who can safely and successfully be treated in the community.
Among the range of frequently used alternatives are fines, probation, suspended sentences,
restitution and community service. Other innovative alternatives that may contribute to
solving the dilemma of prison crowding while remaining sensitive to public safety, include

electronic monitoring and the use of drug therapy for alcoholic and sex offenders.

Electronic Monitoring

The concept of electronically monitoring the geographic location of parolees and
probationers is not entirely new. In 1964, Dr. Ralph Schwitzgebel, a member of
Harvard’s Science Committee on Psychological Experimentation, described a system of
“electronic parole” whereby a portable transceiver device could monitor a parolee’s location
24 hours a day.32 Parolees, mental patients and researchers in Cambridge and Boston,
Massachusetts volunteered to wear the tracking devices to assist the developers in their

research between 1964 and 197033 A patent was issued for the device in 1969.34

32R K.Schwitzgebel, R. L. Schwitzgebel, W. N. Pahnke, and W. S. Hurd, “A Program of
Research in Behavioral Electronics,” Behavioral Science 9 (1964) pp. 233-238. Schwitzgebel’s tracking
device, called a Behavior Transmitter-Reinforcer (BT-R), consisted of two containers, one holding batteries
and the other, a transmitter that automatically emitted uniquely coded radio signals. Each container was
approximately the size of a thick paperback book, weighing about a pound. The transceiver had a
transmitting range of a quarter of a mile and a receiving range of two miles. Information from the
transceiver was received and recorded at a central base station. The device could be connected to a sensor
resembling a wristwatch, enabling it to transmit the wearer's pulse rate. The wearer could also press a
button to send beeps to the receiver, and register beeps sent from the receiver in reply.

33The subjects in a 1969 study ranged from an offender with over 100 arrests and eight years of
incarceration to a young businessman with no criminal history. R.K. Gable (formerly Schwitzgebel),

“Application of Personal Telemonitoring to Current Problems in Corrections,” Journal of Criminal Justice
14 (1986) p. 168.

34bid. p.176. R.K. Schwitzgebel and W. S. Hurd (1969). Behavioral supervision system with
wrist carried transceiver. Patent No. 3,478,344.
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Almost immediately, the electronic tracking device generated publicity and sparked
much speculation of potential applications. Possibilities included adding a microphone (to
transmit whatever the wearer heard or said), and a walkie-talkie;35 transmitters that might
broadcast signals from sensors recording blood alcohol levels or other physiological data;36
and brain monitors to determine if the wearer was asleep, alert or emotionally agitated.37
Researchers also contemplated implanting electrodes in the body to stimulate the wearer’s
heart, brain or other organs for medical purposes. Meyer suggested the creation of a
system which would combine individual, personally worn transponders, with transceiver
units strategically placed in buildings and alongside streets designed to track offenders.38

The development of electronic monitoring devices made few advances until the
early 1980°s when national prison crowding *“created [such] an unprecedented demand for
diversion that market conditions were attractive enough to encourage the private sector to
make the technology commercially available.”39 Rapid advances in communications
technology and data management expanded the feasibility of using personal telemonitoring
systems for correctional purposes. Microcomputer circuitry made it possible to create a
portable and less conspicuous device capable of transmitting information over telephone
lines and today, new developments in telemonitoring are occurring rapidly.

One of the first successful applications for personal telemonitoring devices was the

“GOSSlink” electronic bracelet, a device inspired by the Spiderman comic strip. In 1977,

35Note, “Anthropotelemetry: Dr. Schwitzgebel's Machine” [Hereinafter cited “Schwitzgebel’s
Machine”), Harvard Law Review 80 (1966) p. 403. See Hearings on Invasions of Privacy (Government
Agencies) Before the Subcommittee on Administrative Practice and Procedure of the Senate Committee on
the Judiciary, 89th Congress, 1st Sess., pt. I, pp. 14-63, 323-24 (1965).

36R. S. MacKay, “Radio Telemetering from Within the Body,” Science 134 (October 1961) p.
1196; I. J. Young and W. S. Naylor, “Implanted Two Way Telemetry in Laboratory Animals,” American
Journal of Medical Electronics 3 (January/March 1964), pp. 28-33.

37Schwitzgebe1's Machine, see note 35, p. 404. See D. B. Lindsley, “The Recticular Activating
System and Perceptual Integration” in D. Sheer, ed., Electrical Stimulation of the Brain: An

Interdisciplinary Survey of Neurobehavioral Integrating Systems (Austin, Texas: University of Texas
Press, 1961), p. 331.

385, A. Meyer, “Crime Deterrent Transponder System,” Institute of Electrical and Electronic
Engineers Transactions on Aerospace and Electronic Systems 7 (1971), pp. 2-22.

39C.M. Friel and J.B. Vaughn, “A Consumer’s Guide to the Electronic Monitoring of
Probationers,” Federal Probation 50 (September 1986), p. 3 [Hereinafter cited “Consumer’s Guide™].
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New Mexico District Court Judge Jack Love became intrigued with a cartoon in which a
villain strapped a special bracelet on Spiderman’s wrist to track the hero’s whereabouts.
Judge Love wrote to his state’s corrections department, enclosing a copy of the comic strip
and a news article about transmitting units that could track cargo and animals. Nothing
more came of the idea until a 1982 crowding crisis in the county jail motivated the judge to
begin contacting several companies to discuss the feasibility of creating the device.40

Judge Love convinced Michael Goss, a computer salesman, to quit his job to
design and produce such a device. Goss established National Incarceration Monitor and
Control Services (NIMCOS) and developed an electronic bracelet that could be used to
monitor probationers. In 1983, after wearing the bracelet himself for three weeks, Judge
Love ordered a probation violator to wear the device. Soon, four additional offenders were
ordered to wear the monitoring bracelet; two offenders were convicted for drunk driving
and two had probation violations that would have resulted in jail or prison sentences.

An appraisal of this electronic monitor, funded by the National Institute of Justice
(NIJ), concluded that:

. the equipment operated successfully;

. monitored home confinement was acceptable to local criminal justice
agencies;

. the concept did not appear to pose legal problems when used as an
alternative to detention;

. compared to detention, monitoring resulted in “substantial savings” to the

criminal justice system.4!

Since Goss’ pioneering work in 1983, and the establishment of the first monitoring

program in Palm Beach, Florida in 1984, approximately 46 programs in 20 states have

40Criminal Justice Newsletter 15 (March 15, 1984) p. 4.

41p. Ford and AK. Schmidt, “Electronically Monitored Home Confinement,” NIJ Reports,
(Washington, D.C.: U. S. Department of Justice, November 1985) p. 2.
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used electronic monitoring devices in probation and parole, pre-sentence probation, work

release or house arrest programs.42

Programmed Contact Systems

Programmed contact monitoring systems can assume a variety of forms, but
basically entail an automated caller programmed to dial the probationer’s home randomly or
at specific times, to deliver one of several pre-recorded messages.43 This type of system is
frequently used in conjunction with a wristlet encoder device which the probationer inserts
into a verifier box attached to the phone. Once inserted, the wristlet sends a signal to the
computer which identifies the recipient of the call. If the telephone is not answered, or the
bracelet is not inserted into the receiver, the computer notes a possible violation.

Other programmed contact systems use computerized “voice verification” to ensure
that the respondent is the actual offender. Voxtron Systems, Inc., for example, has
developed the “Provotron Home Confinement System” which utilizes specialized software
and speech processing hardware to digitize a person’s voice into binary code. When an
offender begins the program, voiceprint data is collected for several phrases.

When the automatic calling unit calls an offender, the individual is asked to repeat a
selection from the phrases which were originally recorded. If the spoken voice matches the
voiceprint, the system may advance to a second “test”’; the Provotron system has an option
which requires the monitored offender to repeat a series of digits, using a telephone’s

touchtone keys. The intent is to test manual dexterity for indication of drug or alcohol use.

42The implementation of electronic monitoring programs is expanding rapidly, making a true
count very difficult. NIJ reported these program figures in December 1986 and plans an extensive survey
of all these programs in February 1987. Previously, in January 1986, the Texas Criminal Justice Policy
Council conducted a 6-month feasibility study on electronic surveillance and house arrest as alternatives to
incarceration, surveying 10 programs located in 7 states. See J.B. Vaughn, Potential Applications for
Electronic Monitoring and House Arrest in the State of Texas (Huntsville, Texas: Sam Houston State
University, July 1986) [Hereinafter cited Potential Applications]. In addition, in October and November
1986, EMT Group, Inc. surveyed 20 programs in 12 states. T. Armstrong, G. Reiner and J. Phillips,
Electronic Surveillance: An Overview [Draft Report] (Sacramento, California: The EMT Group, December
1986).

43Arms|rong, et. al., Electronic Surveillance: An Overview, see note 42, p. 2.
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Continuously Signalling Systems

Continuously signalling systems usually consist of three components:

1 a transmitter device worn by the offender around the ankle, neck or
wrist, which transmits an encoded signal at regular intervals over a
range of approximately 200 feet;

2) a receiver/dialer unit located in the offender’s home that detects
signals from the transmitter and periodically reports to a central
computer; and

(3)  acontrol computer located at the controlling criminal justice agency

that accepts reports from the receiver unit over telephone lines,
compares them with the offender’s curfew schedule and alerts

correctional personnel to unauthorized absences.44
The device may be strapped above the ankle with a rubberized watch-type strap that

is reportedly tamperproof; an electronic circuit within the device detects tampering and

sends an alarm to the receiving unit43

Operational Programs

Palm Beach County, Florida began two electronic monitoring programs in
December 1984. The first of the currently operating programs in the country, the Palm
Beach programs involve probationers and work-release offenders from a minimum security
facility. The work release program is under the auspices of the County and the probation
program is administered by PRIDE, Inc., a non-profit corporation that since 1977 has
provided misdemeanant probation services for the county.46

The Palm Beach County Sheriff’s Department implemented the first law
enforcement application of electronic monitoring. The technology complements a work

release program which allows midemeanants and nonviolent felons to work in the

44Ford and Schmidt, “Electronically Monitored Home Confinement,” see note 41, p. 2.

453G, Kennedy, Control Data Corporation, Minneapolis, Minnesota. Interview conducted April
11, 1985, reported in R. v. del Carmen and J. Vaughn, “Legal Issues in the Use of Electronic Surveillance
in Probation,” Federal Probation 50, (June 1986), pp. 60-61 [Hereinafter cited “Legal Issues™].

46For a detailed description of the Florida programs, see Ford and Schmidt, “Electronically
Monitored Home Confinement,” see note 41, pp. 2-4; Vaughn, Potential Applications, note 42, pp. 38-41.



56

community during the day. After a period of adjustment (30-60 days), selected work
release inmates are allowed to complete their sentences on monitored home confinement.47
The program is designed for post-conviction work release inmates, with the average
offender under house arrest for 60 days.

Offenders must have a home, a phone and be willing and able to pay a $9.00 daily
fee. A transmitter is fitted to the offender’s ankle and a sergeant accompanies the offender
home to install the receiver unit. Each week the individual must report to the County
stockade to pay the weekly fee and have the monitor checked. The sergeant who is
assigned to each case also makes regular, unannounced visits to the offender’s home and

job site. As of July 1986, a total of 139 inmates had been under home arrest, with only

three revocations.48

Costs and Benefits

Electronic monitoring is obviously more expensive than traditional probation
programs, but the program is less expensive than prison confinement. Costs include the
computer equipment, personnel and operational cost. The benefits in allowing certain
offenders to be incarcerated in their own homes include the economic benefits of an
offender’s continued employment and ability to support himself and perhaps a family
(thereby insuring tax revenues and relieving the state of welfare costs), and reducing the
state’s need to build additional prison cells. There are also important social benefits in

allowing an offender to retain family and community relations.

47Individuals with any record of violence, sexual misconduct or drug abuse are ineligible for the

program. Approximately 60 percent of participants are non-violent felons and 40 percent are
misdemeanants.

48Vaughn, Potential Applications, see note 42, p. 39.
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Depo-Provera

Treatment of sex offenders traditionally takes several forms: mental health therapy,
psychotherapy, life skills training, behavior modification, and hormonal manipulation.
Increasingly, programs involve a combination of methods and techniques, and almost
always include some form of counseling and peer group treatment.4? These treatment
modes are considerably less intrusive than other strategies, which use a variety of aversive
conditioning techniques, including electric shock treatments, shame-aversion, and covert
sensitization,50

One promising, albeit controversial, treatment for use with certain sex offenders is
hormonal manipulation through the injection of antiandrogen progesterone, i.e., chemical
castration. Used in Europe for many years, hormonal manipulation has only recently been
used in the American criminal justice system.

Found in varying levels in both males and females, testosterone is the sex hormone
that produces male characteristics and is responsible for the male sex drive. Research has
indicated that male sexual behavior is related to many variables, only one of which is the
serum level of testosterone. Nevertheless, variations from the normal range of testosterone
concentration are frequently associated with changes in behavior; a reduction in the
hormone due to castration may reduce sexual interest and activity and an injection of

testosterone to androgen-deficient men can increase sexual activity.5!

49D 3. West, “Sex Offenses and Offending,” in M. Tonry and N. Morris, eds., Crime and Justice:
An Annual Review of Research, Volume 5, (Chicago: University of Chicago Press, 1983) p. 216.
Comprehensive surveys of programs in the United States include E.M. Brecher, Treatment Programs for
Sex Offenders, (Washington, D.C.: U.S. Government Printing Office, 1978); B. Delin, The Sex Offender
(Boston: Beacon Press, 1978). Also see Report on Nationwide Survey of Juvenile and Adult Sex-Offender
Treatment Programs and Providers (Syracuse, New York: Safer Society Press, 1986). [Hereinafter cited
Nationwide Survey Sex-Offender Treatment Programs.)

50M. Serber and J. Wolpe, “Behavior Therapy Techniques,” in H.L.P. Resnick and M.E.
Wolfgang, eds., Treatment of the Sex Offender (Boston: Little, Brown and Company, 1972) pp. 59-64.

31y, Kelly and J. Cavanaugh, “Treatment of the Sexually DangerousPatient,” Current Psychiatric
Therapies 21, (1982), p. 103 [Hereinafter cited “*Sexually Dangerous™).
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The first clinical use of antiandrogen compounds to treat sexual offenders occurred
in West Germany and Switzerland in the 1960°s.52 Experimenting with rats, scientists
discovered the antiandrogenic properties of several drugs and began applying the new drug
to human beings in selected clinics. The compounds were found to suppress the
production of testosterone in the testes. In contrast to estrogen compounds, which in the
male produce effeminate body changes and may cause irreversible infertility, the drugs
being used were progesterone derivatives which have fewer unpleasant side effects, which
are reversible and which have no known permanent adverse side effects.53 The drug was
approved in the United States for several medical applications, but the Food and Drug
Administration (FDA) has not released it for the general treatment of sexually deviant
behavior. It has been possible, however, for behavioral researchers working with sex
offenders to substitute a synthetic progesterone known as Depo-Provera, manufactured by
the Upjohn Company.

Effective treatment with Depo-Provera depends upon careful selection of
appropriate candidates. For the treatment to be most effective, it is crucial that the offender
be a willing participant; psychologically, the personal commitment of the patient is
important in achieving the goal of preventing the repetition of deviant behavior.

Sex offenders selected for treatment with Depo-Provera typically receive a 300 to
400mg. intra-muscular injection of the drug every 7-10 days, the dosage dependent on the
individual’s physique and body weight. The objective of the treatment is the reduction of
sex drive and visual imagery which causally precipitate the sexually deviant behavior. The

drug is administered and regularly monitored in an attempt to lower testosterone levels from

525, Money, “The Therapeutic Use of Androgen-depleting Hormones,” in H.L.P. Resnick and

M.E. Wolfgang, eds., Treatment of the Sex Offender, see note 50, p. 165. [Hereinafter cited “Therapeutic
Useu]

S3MK. Spodak, Z.M. Falk and J.R. Rappeport “The Hormonal Treatment of Paraphiliacs with
Depo-Provera,” Criminal Justice and Behavior 5 (1978)pp. 304-314.
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normal male levels to normal female levels.54 By substantially reducing the level of
testosterone in the male offender, Depo-Provera reduces potency and ejaculation, reduces
the frequency of erotic imagery and diminishes sexual interest. Behavioral and cognitive
behavior therapies are almost always included as part of the treatment.55

In contrast to other, more traditional forms of treatment for paraphiliacs (e.g.,
psychotherapy, behavior therapy, long term institutionalization or antipsychotic
chemotherapy), Depo-Provera is said to be more specific and lasting in eliminating sexually
dangerous behaviors.36 There is also some evidence which suggests a relationship
between androgens and aggression, indicating that lowered testosterone levels may also
affect a decrease in aggressive drive states.37 Others have found that Depo-Provera does
not treat aggression per se, but reduces sex-related aggression.’8 Several theories have
been postulated, but to date there is no conclusive evidence to explain the multiple
biochemical and clinical effects of Depo-Provera.

A 1986 survey of 650 programs specializing in the treatment of sex offenders found
that 14 percent of the adult programs and 6 percent of the juvenile programs were using
Depo-Provera on an experimental basis.’® The programs used the drug primarily to

determine if Depo-Provera, in conjunction with extensive counseling, could reduce the

54Kelly and Cavanaugh, “Sexually Dangerous,” see note 51, p. 104. Research also suggests that
some offenders have excessively high levels of testosterone. F.S. Berlin and C.F. Meinecke, “Treatment of
Sex Offenders with Antiandrogenic Medication: Conceptualization, Review of Treatment Modalities, and
Preliminary Findings,” American Journal of Psychiatry 138 (1981), pp. 601-646, at p. 605; P. Gagne,
“Treatment of Sex Offenders with Medroxyprogesterone Acetate,” American Journal of Psychiatry 138
(May 1981) p.645.

S5With counseling only, the patient often becomes discouraged as a result of relapses into deviant
behavior. With counseling and Depo-Provera there are almost immediate behavioral changes, thus
increasing the effectiveness of psychological therapy.

56Kelly and Cavanaugh, “Sexually Dangerous,” see note 51, p. 102.

S7mid., p. 103

58Bradford, “The Hormonal Treatment of Sex Offenders,” Bulletin of the American Academy of
Psychiatry and the Law 11 (1983) p. 167, cited in Larry McFarland, “Depo Provera Therapy as an
Alternative to Imprisonment,” Houston Law Review 23 (1986), p. 810. Bradford believes there is little
evidence of a correlation between serum testosterone and aggression, although there is a highly complex
relationship between aggression and various biological factors.

S9Nationwide Survey of Sex-Offender Treatment Programs, see note 49, reported in Criminal
Justice Newsletter 17 (June 16, 1986), p. 6.



60

probability of recidivism with high risk, non-violent sexual offenders. One of the first
programs to treat sex offenders with Depo-Provera was the Biosexual Psychohormonal
Clinic at Johns Hopkins University Hospital in Baltimore, Maryland. Drs. John Berlin and
John Money began research on the use of progesterone for the treatment of male sex
offenders in the late 1960°s. Weekly injections of Depo-Provera were combined with
therapy sessions that utilized an acknowledgment and reinforcement approach similar to
that of Alcoholics Anonymous. In a follow up to a 1979 study, 17 out of 20 men who had
histories of paraphiliac behavior and who were being treated with Depo-Provera, were not
involved in subsequent sexual offences. When medication stopped, however, substantial
recidivism was observed.50 In 1982-1983, the program served approximately 150 sex
offenders, mostly as a condition of probation: 70 of the 90 men from seven states
participated in the program under court order.6! Program research suggests that Depo-
Provera, when administered with counseling, can reduce the risk of recidivism.62 The
program stresses, however, that screening is critical to success and the drug has only been
effective with paraphiliacs (i.e., those requiring bizarre imagery, voyeurs, sex masochists,
pedophiles, etc.). The drug reportedly does not work well with antisocial career criminals.

Although the drug has met with limited experimental success, it does have several
side effects. Depo-Provera is a progesterone derivative and therefore sex offenders may
suffer the side effects that frequently accompany the use of oral contraceptives, i.e.,
fatigue, depression, weight gain, change in the growth of body hair, nausea, elevated
blood glucose and headaches.63 Evidence indicates, however, that these side effects are

temporary and reversible when treatment is terminated. Money reports no contraindications

60Berlin and Meinecke, “Treatment of Sex Offenders,” see note 54, pp. 604-605.

61Criminal Justice Newsletter 14 (September 12, 1983), p. 3

62 These findings have been supported by the results of a similar program in Galveston, Texas;
the Rosenburg Clinic reports that 70-80 percent of the men treated with Depro-Provera in conjunction with
psychological treatment did not repeat their offensive behavior. See Houston Post, June 29, 1985, at 4A,
col.1.

63p, Gagne, “Treatment of Sex Offenders with Medroxyprogesterone Acetate”, see note 54, p.645;
Kelly and Cavanaugh, “Sexually Dangerous,” see note 51, p.104.
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or irreversible side effects and reports that within six to twelve months following the last
administration of the drug, the individual’s testosterone level returns to its pretreatment
level.64 In addition to these side effects, the literature also reports some controversy

regarding the drug’s possible carcinogenic effects.65
INFORMATION PROCESSING AND COMMUNICATION

In the three and one-half decades that have elapsed since the development of the
Univac I, computers have undergone a stunning metamorphosis. With the development
first of transistors, and later of microprocessors, the size and cost of computers have
significantly diminished, while their speed and storage capabilities have grown
tremendously. The recent introduction of the 32 bit microprocessor has spawned the
emergence of microcomputers which can easily provide the power of yesterday’s
mainframe on today’s desktop, at a fraction of the original cost. This explosion in
technology has launched law enforcement operations into the future, providing agencies

with significant new capabilities.

Ticketwriter system:

The City of Newport News, Virginia became the first municipality in the world to
issue computerized parking tickets when they adopted the Ticketwriter system, marketed by
KET, Inc., on August 5, 1985. The system uses a hand carried portable computer,

weighing 4.7 pounds, that issues parking tickets and automatically checks a scofflaw list

647, Money, “Therapeutic Use,” see note 52, p. 166; Kelly and Cavanaugh, “Sexually Dan -
gerous,” see note 51, p.104,

65Researchers opposing the use of Depo-Provera claim that high doses of medroxyprogesterone
acetate have caused breast cancer in female dogs (See A. Rosenfield, et. al., “The Food and Drug
Administration and Medroxyprogesterone Acetate”, Journal of the American Medical Association 249
(1983) pp. 2924-2925.) Several other researchers, however, believe that these findings are inconclusive as
to the carcinogenic effects the drug may have on human beings. Berlin and Meinecke,“Treatment of Sex
Offenders,”see note 54, p.603.; A. Liang, et. al., “Risk of Breast, Uterine Corpus and Overian Cancer in

Women Receiving Medroxyprogesterone Injections” Journal of the American Medical Association 249
(1983) p. 2909.
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(violators with three or more oustanding citations) containing up to 10,000 entries. The
unit has its own power source and printer, so the ticket is printed directly from the unit
carried by the officer. The officer is prompted for all information necessary for ticket
issuance (i.e., type of violation, license number, car make, etc). The unit also has its own
independent memory, allowing automatic time and date posting for the tickets, and it
enables the tracking of tickets issued by the officer throughout the day.

At the end of each shift the unit is returned to the station, where it is plugged into
the main receiving unit which downloads the data, recharges the unit, and updates the
scofflaw list in preparation for the next day’s work. By downloading the data at the end of
each shift, managers receive statistical and administrative reports at the end of each day,
and the city’s data processing center is able to post receivables/collections on a daily basis.

The system has the potential for substantially increasing the city’s revenues, by
reducing the number of tickets lost by illegibility, increasing the number of tickets issued

by the officers, and increasing the apprehension of scofflaws.

Universal Product Codes (UPC or bar codes):

A promising recent technology in information processing is the Universal Product
Code (UPC or bar code). The UPC enables rapid data entry while significantly reducing
key entry error. The system utilizes a hand-held computer terminal with an attached reader
or scanning wand. The bar code is comprised of a series of vertical black and white lines
of varying widths. Each pattern is associated with pre-set alphanumeric codes. The reader
wand emits a light which, when scanned across a bar code, is absorbed by the black lines
and reflected by the white lines. The scanner transforms the patterns into a series of
electrical impulses which are measured, decoded, and translated into binary digits for
transmission to the computer. By measuring the relationship between light and dark bars,

the computer can translate a single bar code into one or more variables.
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LU

Example of a bar code

Since each unit also has a full alphanumeric key pad, the system allows rapid entry
of a variety of data, including both preset bar codes and raw alphanumeric data. The
equipment frequently has an acoustical coupler for online transmission of data. Typically at
the end of each shift or the end of a day, the data are downloaded from the remote entry
device to a microcomputer at the local agency level. Management and administrative
reports may then be generated immediately. The data can also be regularly transferred to a
central county or state level for further analysis.

One of the advantages of UPC system is its ability to concatenate information read
from one or a series of bar codes, thus tying several different variables to a single case.
Individual UPC codes can also be designed to capture multiple values and variables. Thus,
a single bar code can be designed to capture not only state statute citation, for example, but
also the applicable NCIC coded offense. This is a significant advantage as it reduces the
duplicity of routine data entry.

Although the UPC technology has been available for over two decades, recent
advances in electronics and microcomputer design have allowed the units to become
portable, maintaining their own source of power, and capable of storing large amounts of
data. This is a very promising technology which is currently being used in police
inventory, court case tracking and statistics compilation. It also appears to be a promising

technology for use in inmate tracking, disposition reporting, and incident-based UCR.
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Computer-Assisted Dispatching and Mobile Digital Terminals

One of the many advances microcomputers have achieved in recent years is the
development of computer-assisted dispatching and the introduction of mobile digital
terminals (MDT) into police cars. This new technology has many benefits for police
agencies. Once an incident is reported by a citizen, the operator enters the appropriate data
into the computer, an incident number is automatically assigned, and the incident is
automatically routed to a dispatcher station based on functional or geographic area of
responsibility. Entry of the violation code can result in the automatic assignment of an
incident priority. As soon as he is free to accept a new call, the dispatcher may request an
unassigned incident. Incidents may be assigned to dispatchers by priority of the incident.
The major role for the dispatcher, once the incident has been assigned, is to monitor and
update the unit’s (police officer assigned) status and location.

The MDTs installed in the police cars allow nearly instantaneous communication
between the dispatcher and the street units without the necessity of audio transmission. In
addition to allowing rapid transmission between the dispatcher and the street unit, the MDT
enables the officers to query a variety of databases, ranging from automobile license plate
files, drivers’ license files, NCIC wanted persons files, outstanding local warrants, and
many others. The MDTs also typically contain an emergency button which the officer may
activate to signal distress.

All relevant times regarding the incident are automatically recorded by the system,
including the time the incident was received, transferred to the dispatch station, actual
dispatch, unit arrival on the scene, transporting time, and the time the incident was closed.
All unassigned incidents may be continuously displayed on a status monitor showing both
the time and the priority of the incident.

The computer will suggest unit assignments and provide alert messages for officers

responding to “hot addresses” (i.e., pre-coded addresses where officers have experienced

problems).
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The CAD systems can also be linked to vehicle locator systems, which display the
geographic location of police cars on a map of the city. In combination, the two systems

allow the dispatcher to actually see the location of the cars on shift and the location of their

current assignments.

THE GENERAL CAPABILITIES OF NEW TECHNOLOGIES
The introduction new technologies in criminal justice enhance our general
capabilities in many important respects. They:

—Increase the operational effectiveness and efficiency of existing criminal
justice operations. They do this by speeding the processing and accuracy of
existing capabilities, such as classifying and searching fingerprints with the
new AFIS systems;
—Grant us new capabilities and tools not previously available; such as the
introduction of DNA Fingerprinting, which gives us a new tool in the
positive identification of suspects, and again the AFIS systems, which
grants us the ability to search a latent fingerprint recovered from a crime
scene against hundreds of thousands or millions of prints on file;
—Improve use of information for better allocation of resources, for
targeting violent and repetitive offenders, and for the enhancement of our
ability to invoke sanctions which address the dual objectives of crime
control and equitable decisionmaking; and
—Expand our ability for social control by

--widening the breadth of social control (through such devices as

electronic monitoring)

--expanding the depth of social control (through such technologies
as depo provera.).

Given the expanding range of information systems, and the increasingly easy and

broad access to the data, significant questions regarding the quality of the data also arise.
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New technologies in criminal justice also raise important questions regarding basic
ethical values and human rights. For example, they pose important challenges to the
voluntary nature of consent obtained from imprisoned convicts, equal protection in the
application of sanctions, our concepts of cruel and unusual punishment, and our basic
notions of privacy and freedom.

Although the new technologies being applied in criminal justice grant us significant
new capabilities, they are merely the means to an end. Society must continue to set the
goals and objectives of the justice system, and these goals must contemplate the intended as

well as the unintended consequences of technological innovation.
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APPLICATION OF COMPUTERS IN POLICE
James M. Tien
Department of Electrical, Computer and Systems Engineering
Rensselaer Polytechnic Institute
Troy, New York 12180-3590, U.S.A.
Abstract
The paper is based on findings of a recently completed study assessing the status
and impact of computer applications in U.S. law enforcement. Inasmuch as the
applications have been most significant in the police, command, control, and
communications (PCCC) area, the paper focuses on the PCCC technnologies of nine-one-
one, computer-aided dispatch, automatic vehicle monitoring, mobile digital
communications, and management information systems. In particular, the paper reviews
the nature of these PCCC applications, especially in terms of the police functions they are

intended to impact and the objectives they are intended to achieve; assesses the current
status and actual impact of these applications; and outlines areas where further

considerations are required.
Introduction

Two decades ago, the President’s Commission on Law Enforcement and the
Administration of Justice highlighted the computer as a means for improving the delivery
of police services, especially in connection with the police command, control and
communications (PCCC) area. The Commission (1967, p. 252) wrote:

The entire police command-and-control function should be subjected to a basic

reexamination taking full account of the promising new technologies offered by

computers and communications links... An experimental program to develop a

computer-assisted command-and-control system should be established with
Federal support.

Since 1967, there has been a steady growth in the development and
implementation of a wide variety of computer-based PCCC applications or technologies,
including nine-one-one (911), computer-aided dispatch (CAD), automatic vehicle
monitoring (AVM), mobile digital communications (MDC), and management
information systems (MIS). Still, the successes of and approaches to PCCC applications
seem to vary significantly from one police department to another, and a number of
questions remain as to the benefits of such applications. Relying on a systematic
assessment of these applications (Tien and Colton, 1980; Colton et. al., 1983), this paper

both summarizes the status and impact of PCCC applications in U.S. law enforcement
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and outlines areas where further considerations are required. While the focus of the
paper is on the PCCC area, it should be noted that the computer has also had an impact in
other law enforcement related areas, including office automation (e.g., word processing,
spreadsheet, etc.), administration (e.g., financial, personnel, traffic citations, crime
statistics, etc.) and investigation (e.g., crime analysis, modus operandi analysis, etc.).
However, it can be stated that computer applications have been most significant in the
PCCC area.

Before discussing the status of each PCCC application, it is helpful to consider
the law enforcement functions that the PCCC technologies are intended to impact.
Functionally, an effective PCCC system must be able to, on an immediate or tactical
basis, monitor the status of the available police resources so that appropriate actions can
be taken to respond to the needs that are identified. Additionally, on a longer term or
strategic basis, the PCCC system must be able to manage the resources so as to ensure
their productive deployment and use. In sum, the four PCCC functions are needs
identification, status monitoring, response/adjustment, and resource management; these
functions are further detailed in Fig. 1 in terms of specific PCCC actions and related time
measures. It should be noted that the time measures are not drawn to scale and the
composite time measures are not indicated. The critical composite time measures that
should be borne in mind in considering the PCCC functions include dispatch delay time
(i.e., sum of the operator and dispatcher processing times), response time (i.e., sum of the
dispatch delay and travel times), and service time (i.e., sum of the travel and on-scene
times), Additionally, although some police administrators do not consider the needs
identification function as being in the purview of the command and control area, it should
be pointéd out that the identification of a need for police assistance is the basis for nearly
all command and control decisions. Thus, it would be myopic, if not negligent, to omit

needs identification as one of the PCCC functions.
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The identified functions are obviously related and not always mutually exclusive.
For example, an in-progress incident being detected by a police officer on patrol would
simultaneously result in an identification of a need for police assistance, a change in the
officer’s non-busy status, and an appropriate response by the officer, together with other
back-up assistance, if required. One way to distinguish between the four functions is to
identify the communications means by which each individual function is effected. Needs
identification is primarily communicated by telephone; other means include intrusion
alarms, call boxes, and the police radio. Status monitoring and response/adjustment are
typically effected by the same means (e.g., police radio, mobile digital, and computer-
assisted communications) and include interaction between police officers in the field and
in the communications center. The automatic vehicle monitoring system is primarily
used for status monitoring, although it also relates to the other functions. Finally,
resource management can be effected by a management information system that is fed by
the data generated in the course of performing the first three PCCC functions and
supported by appropriate resource allocation models.

Current Status

As noted earlier, the discussion in this section on the status of PCCC applications
is primarily based on the findings of Tien and Colton (1980) and Colton et. al. (1983). In
the ensuing discussion of the five PCCC-related computer applications, it is helpful to
refer to Figures 2 and 3 which, respectively, summarize the stated objectives and the
status of the applications as of 1981.

Nine-One-

In response to growing public and law enforcement demand, the American
Telephone and Telegraph (AT&T) announced on January 12, 1968, that the three digit
number, 911, was being reserved as the all-purpose emergency telephone number in the
U.S. However, contrary to the telephone industry’s established practice of forwarding

those emergency calls placed by dialing "0" for operator assistance, AT&T viewed the
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eccc
Applications

Stated Objectives

Nine-One-One

To have a simple to remember number for emergency purposes.
Yo have a central reporting potential for al) emergencies.
To minimize the time required to dial and to reach an emergency operator.

To reduce the number of false fire alarms, bomb thrests, and other malicfous cails--by using the automatic number
identification (ANl) option.

To allow for call-back and address identification in case 2 distressed caller gives tnadequate tnformation--by
using the ANl and automatic location identification (ALI) options.

To overcome the fact that the municipal or jurisdictional boundaries do not usually coincide with the telephone
company's central office exchange boundaries--by using the ALl and jurisdictional selective reporting (ISR) options.

To overcome the fact that the identified zones or precincts of the emergency response units do not usually cotn-

cide with the telephone company's central office exchange boundaries--by using the ANI, supplementsry dispatch
support data (SDSD), and internal selective routing (ISR) options, .

To enhance an emergency operator’'s area familiarity, awareness of resource avaflability, and 1dentification of
redundant calls--by using the ALI, SDSD, and ISR options.

To mintmize the level of transcription errors--by using the ANI, ALl, and automatic registered nsme fdentification
{ARNI) options.

c%u:er
ssiste
5lsEl€cF

To monitor and display better call-for-service related data.

To improve officer safety--by monitoring the status of officers and responding more rapidly in case of emergency.
To improve the response time {i.e., time between the receipt of a call until a unit arrives at the scene).

To improve the police service to the public. v
To provide automatic or easy access to remote data files.

To improve the guality of the data maintained as a part of the dispatch process.

Automatic

ﬁ557T3F3ng

-

To reduce response time--by reducing both dispatch and travel times.
To increase apprehension rates--by reducing response time.
To improve officer safety--by monitoring the status and location of police vehicles.

To improve dispatch efficiency and coordination--by providing the dispatcher with prectse data and allowing for
more effective coordination.

To improve tactical command and control--by having on-line direction of special tactical svents (e.g9., high speed
chases, bank robberies, emergency deployment, and support for covert operations, etc.).

To improve patrol efficiency and effectiveness--by having available information regarding the location of the
patrol force, and by the realization of patrol officers that they are being monitored.

To {mprove supervision of the patrol force--by having avatlable timely information regarding the location and
allocation of the patrol units.

Mobile * To reduce radio air time and expand the message handling ability of a radio channel.
%Gaiéa%bations « To improve message security--by using digital signals which are harder to decipher than voice signals.
[(o29) + To allow for selective routing of messages--by using mobile digital terminals which could be addressed individuslly
* To allow for unattended message reception--by using mobile digital terminals which could record messages.
» To increase officer safety--by using a pre-programmed and/or timed alarm key.
» To increase officer effectiveness--by using mobile digita) communications which facilitate and increase remote
data base inquirtes, resulting in potentially more "hits” (i.e., apprehensions and recoveries).
+ To increase dispatcher effectiveness--by using digital signals which could relieve the dispatcher from routine
data inquiries and updates,
Management » To .integrate and analyse call-for-service related data--by using data generated by the other PCCC applications
Information {i.e., 911, CAD, AVM, and MDC).
System [NIS) .

To make strategic resource management decisions--by using available data and resource allocation models.

Fig. 2. Stated Objectives of PCCC Applications
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Management ]
Nine-One- | Computer-Aided | Automatic Vehicle Mobile Digital Information |
One (911) | Dispatch (CAD) | Monitoring {(AVM) Communications (MDC) | Systems (MIS) |
Systems [n Operatlon‘:
Over 1 Mitlion 4 5 0 4 -
500,000-1 Million 7 19 2 9 .-
250,000-500,000 Unknown 18 0 9 --
100,000-250,000 Unknown 18 1 7 -
50,000-100,000 Unknown 6 v} 1 -
Less Than 50,000 Unknown 1 '] 0 -
Total About 800 67 3 30 --
Systems Being
Installed Unknown 15 Q [ .-
Systems Previously
Installed But Now Unknown 1 2 12 --
Abandoned

IStated as a function of the population size of the city or county.

Fig. 3. Status of PCCC Applications: As of 1981

answering of 911 calls for public safety assistance to be outside of the scope of telephone
business.

The shifting of the responsibility for processing the public’s request for
emergency assistance to the local government has resulted in two critical problems.
First, local government officials are now burdened with the task of implemenﬁng and
operating an integrated system for processing the disparate requests for emergency
assistance, including requests for police, fire, ambulance, and other emergency services
(e.g., suicide prevention, poison prevention, gas leakage, etc.). The establishment of such
public safety answering points requires close cooperation between the various local
agencies, and typically, this is not an insignificant political problem. The second
problem is more technical in nature; it is caused by the fact that the telephone company’s
central office exchange boundaries do not usually coincide with the politically-defined
municipal or jurisdictional boundaries. These two problems have to a large exu;m
constrained the widespread adoption of 911. Although it has been almost two decades
since the AT&T announcement and there were some 800 separate 911 systems in
operation throughout the U.S. in 1981, only one out of every four persons could access a
911 system in 1981. The next decade should see a greater rate of growth as the political
and technical problems are resolved.
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As indicated in Fig. 2, the 911 objectives are for the most part almost exclusively
supportive of the needs identification function of PCCC; they can be divided into two
groups, according to whether the 911 system is basic (i.e., the first three objectives) or
enhanced (i.e., the latter six objectives). The basic objectives emphasize easier and
quicker access to emergency services, while the advanced objectives are based on
sophisticated technical features. Most implemented 911 systems are, of course, basic
systems. One of the most advanced 911 systems was recently implemented in Chicago,
while another advanced system was scheduled to be implemented in Alameda County,
California. At this time, an even more advanced 911 system -- based on a sophisticated
network technology -- is being planned (Dimore et. al., 1987).
Computer-Assisted Dispatch (CAD)

CAD systems are those police dispatch systems which involve the computer in
the process of handling calls for service from the public; in making decisions as to which
patrol units should be designated to respond to the call; and in making appropriate
resource adjustments. A number of police departments are currently using CAD systems,
although the actual rate of implementation has been somewhat slower than initially
predicted. The failure of some departments to establish operational CAD systems is an
indication of the difficulties involved in implementing such systems. Itis also indicative
of the fact that the trend toward the use of CAD systems is still in an early phase.

In 1981, 67 operational CAD systems had been identified: 53 municipal systems
and 14 county-wide systems. In addition, another 15 police departments were in the
process of implementing CAD. CAD systems were most prevalent in large cities: as
identified in Fig. 3, 31 out of the 65 cities with populations of more than 250,000 had
them. However, with the explosive growth of powerful microcomputers and flexible
software during the past six years, there has been an exponential increase in the number

of installed CADs. Today, even a municipality of less than 25,000 in population can
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afford a sophisticated CAD system. Unfortunately, there has not been a systematic and
national study done since 1981 to capture the current status of CAD systems.

The stated objectives of CAD, as summarized in Fig. 2, reflect the range of
functions encompassed in a CAD system. Most of the objectives focus primarily on the
status monitoring and response/adjustment functions of PCCC. However, CAD also has
the potential of contributing to the resource management function. In terms of the
response time objective, there is some feeling by police administrators that CAD has
helped; but, unfortunately, there are no data to justify this impression. In fact, the overall
impact of the PCCC technologies on reducing response time has been disappointing
(Colton et al., 1983). Concerning the outcome objective of improved police service to
the public, it is very difficult to relate a technological change like CAD to such outcome
measures as, for example, crime rates, especially since crime incidence is a product of a
wide range of influences, including time of day, weather, economic condition, and

neighborhood land use.
Automatic Vehicle Monitoring (AVM)

An AVM system provides a police dispatcher with real-time location estimates of
every police vehicle, and, through its monitoring function, provides additional vehicle
status information (e.g., "in pursuit”, "enroute to scene”, "driver door opened”, etc.).
Different technological approaches have been developed for locating vehicles as part of
an AVM system: they include navigation (i.e., Loran C), trilateration, signpost and dead-
reckoning methods.

AVM for urban applications is a relatively new technology. The development of
commerical AVM systems was not begun until the late 1960s, and only a handful of
cities have installed police AVM systems since then. Signpost systems were installed in
Montclair (California), Stamford (Connecticut), and Huntington Beach (California).
Both the Montclair and Stamford systems are reportedly no longer in operation, primarily

because of the high cost of operation and maintenance, together with no significant
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benefits. As of 1981, St. Louis (Missouri) and Dallas (Texas) were the only large police
departments which had implemented an AVM system; St. Louis had a computer-assisted
dead-reckoning system, while Dallas had implemented a trilateration system. While
AVM technology has improved significantly since 1981, very few additional AVM
systems have been installed in police departments. Instead, AVM-type technology is
being introduced into the private auto market, where dead-reckoning techniques are
allowing individuals to track the location of their auto on a detailed screen displayed
street map.

The stated objectives of AVM, as summarized in Fig. 2, are primarily supportive
of the status monitoring function of PCCC, and are secondarily related to the
response/adjustment and resource management functions. Although AVM has not
reduced response time to emergency calls for service, it has improved the tactical
command, control and supervision of police units. Unfortunately, this latter benefit is
perceived in a negative manner by the police officers; they are apprehensive about having
"cowbells for cops".

Mobile Digital Communications (MDC)

MDC allows direct digital transmission between police vehicles (which are
equipped with mobile digital terminals) and headquarters. Although military applications
of MDC have been on-going for many years, its introduction into police operations dates
only to the early séventies. In fact, most police applications have been quite limited in
scope; they have typically been experimental in nature and it is fair to say that there has
not been a widespread adoption of MDC technology. There has, however, been several
studies assessing the potential of MDC in law enforcement, as well as somewhat formal
evaluation studies of three test systems -- in the Hennepin County (Minnasota) Sheriff’s
Department, the Minneapolis (Minnesota) Police Department, and the Oakland

(California) Police Department.
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Congestion of police radio frequencies has been the primary reason for
introducing MDC into police operations. In fact, the National Advisory Commission on
Criminal Justice Standards and Goals (1973, p. 566) predicted that MDC would have the
capability of reducing frequency congestion by 40 to 50 percent. A second major reason
for the interest in digital communications is that many law enforcement data bases are
now computerized, and a patrol unit equipped with a digital communication capability
can automatically access these data bases if a suitable switching device (ie., a
minicomputer) is provided at the base station. It is felt that easier data base access would
in turn contribute to enhanced officer safety as well as increased "hit" rates. It is
interesting to note, however, that the above two MDC objectives are somewhat
conflicting. That is, on the one hand, transmitting digitized instead of voice signals may
alleviate the frequency congestion problem, but, on the other hand, providing automatic
access to remote data bases would tend to increase the number of data base inquiries and
thereby aggravate the congestion problem. Ironically, because of interference between
voice and digital signals (when both are simultaneously transmitted on the same radio
channel), as well as the increased digital traffic (due to increased access to remote data
bases), the installation of an MDC system has typically required the addition of another
radio channel (used exclusively for digital transmission). This requirement, together with
a significant yearly maintenance cost (which can be as much as one third of the cost of
the entire MDC system), contributed to a situation in 1981 where over 25 percent of the
installed MDC systems had been abandoned -- see Fig. 3. The situation since 1981 has
improved significantly, commensurate with the improvement in the MDC technology.
Unfortunately, as stated earlier in the case of CAD systems, there has also not been a
systematic and national study done since 1981 to capture the current status of MDC
systems,

A complete list of MDC objectives is contained in Fig. 2; it shows that MDC

supports both the status monitoring and response/adjustment functions of PCCC.
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However, in actual practice, all implemented MDC systems have status monitoring
potential, while only a few of them are capable of effecting the more general
response/adjustment function, including, for example, the direct dispatch of patrol units
using only digitally transmitted instructions.
Management Information Systems (MIS)

The 911, CAD, AVM, and MDC applications are all primarily supportive of the
tactical PCCC functions of needs identification, status monitoring, and response
- adjustment. Although these same applications can provide the necessary data to support
the strategic PCCC function of resource management, the experience to date has been
dismal -- the computer-based data from these applications have been only intermittently
analyzed, if at all. What is missing is a computer-based management information system
(MIS) which, as indicated in Fig. 2, could automatically, and, on an ongoing basis,
integrate and analyze the tactically generated data, and derive results that could be used
to make strategic resource management decision. As of 1981, there were no such PCCC-
related MIS in existence. There are, of course, several general police management and/or
crime analysis systems, but they are typically limited in scope and not linked to the
PCCC components. For example, although the Virginia Beach Police Department had
both a CAD system and an Automated Police Management System, the two computer-
based systems were not linked and did not encompass the range of PCCC functions.

As stated above, a general MIS should perform functions other than the PCCC
function of resource management. Moreover, in order to effectively assist in resource
management decisions, the computer-based MIS must include resource allocation
algorithms which could descriptively and/or prescriptively identify appropriate allocation
alternatives. Although there are no PCCC-related MIS, there do exist several resource
alloéation models which have been tested and used for resource management decisions.
These models include the Patrol Car Allocation Model (Chaiken and Dormont, 1975) and
the Hypercube Queuing Model (Larson, 1975).
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Further Considerations

Fig. 4 summarizes the reported impacts of specific applications on the four PCCC
functions; the summary is in terms of three subjectively defined impact categories (i.e.,
significant, moderate, and minimum). It is seen that the needs identification function is,
as expected, being significantly impacted by 911, but it should also be significantly
impacted by CAD (which can better record and verify the needs), MDC (which could be
used to transmit needs that are identified while on patrol), and MIS (which, through
analysis of historical data, could better identify those characteristics of need that are
important for response purposes and which must, therefore, be carefully recorded).
While the status monitoring function is the most impacted function, it should still be
impacted by MIS (which, through analysis of historical data, could identify those
variables that should be better monitored). Likewise, the response/adjustment function
could benefit from an ongoing MIS analysis. The resource management function is the
least impacted function; as discussed earlier, it requires a PCCC-oriented MIS which
could automatically analyze the 911, CAD, AVM and MDC generated data with the aid
of tested resource allocation and scheduling algorithms.

In sum, the PCCC functions of needs identification, status monitoring,
response/adjustment, and resource management must be further supported and sustained
before an effective PCCC system can be realized. More explicity, the power of the
computer has not been exploited to enhance the PCCC functions; as discussed below, an
integrated, proactive and flexible PCCC system could and should be developed.

Inte

The PCCC applications are individually reviewed in this paper not only because
they are relatively distinct in purpose and focus, but also because, in practice, they have
been implemented on an individual basis and in an independent manner. To the author’s
knowledge, no police agency has yet implemented an integrated PCCC system which
links all the various PCCC applications or elements. Fig. 5 identifies an integrated PCCC
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PCCC Functions
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Nine-One-One Significant
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Fig. 5. An Integrated PCCC System
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system, assuming that the 911, CAD, AVM, MDC and MIS applications are effective and
pertinent to the PCCC functions. Briefly, the system includes 911 information that is
entered into the CAD computer, which also i) interacts digitally with the AVM and MDC
systems; ii) serves, if necessary, as a switching machine for MDC inquiries to remote
data bases; and iii) provides pertinent data to the MIS element. The AVM and MDC
systems are actually a part of the same mobile system. Similarly, it may be cost-effective
for the MIS to share the same CAD computer.

Aside from the physical links between the different PCCC elements, it is
important to recognize that the PCCC system can be divided into two components. The
first component -- comprised of 911, CAD, AVM, MDC, and the remote data bases --
primarily supports the tactical PCCC functions of needs identification, status monitoring,
and response/adjustment. The second component -- comprised solely of MIS -- primarily
supports the tactical PCCC function of resource management. As shown in Fig. 5, the
two components are interactive; the tactically generated data are analyzed by the MIS,
which, in turn, produces results that would strategically impact the tactical component.

It is obvious that because of budgeting constraints a police department cannot
implement the total PCCC system at one point in time. It is, therefore, necessary to
prioritize the various PCCC elements from an implementation perspective. A quick
glance at Fig. 5 suggests that CAD is the heart of the integrated PCCC system; that is,
among other factors, the CAD computer can be the host computer for all the other PCCC
elements or applications. Thus, CAD should be the first PCCC application to be
implemented, followed perhaps by 911, AVM/MDC, and MIS. Although any of the
applications can stand alone, proper sequencing of their implementations would lead to
greater effectiveness and overall compatibility. For example, implementing AVM before
CAD would require that the cursor be manually positioned by the dispatcher, whereas
with CAD the positioning could be automatically performed by the CAD computer.

Further, dispatching personnel trained in the ways of a computer operation within a CAD
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context are less likely to be resistant to AVM, which would be a natural add-on to the
CAD system.

A final comment is required concerning the integrated PCCC system shown in
Fig. 5. Although the depicted system is conceptually relevant for all police departments,
it is obvious that not all departments would require such an encompasing system. Some
departments may only require a microcomputer-based system; others may not need an
AVM or MDC system. Indeed, some very small departments may only require an
automated telephone answering system which would allow officers to answer incoming
telephone calls while in their patrol cars.
Proactive System

To a large extent, the computer-based PCCC applications have to date simply
replaced previous manual opeations. The potential of a computer has not been fully
realized. A computer-assisted dispatch system, for example, can be used not only to
assist in the traditionally reactive response/adjustment function, but also to provide the
necessary information for a more proactive decision-oriented dispatch operation. More
specifically, a proactive or, in Larson’s (1985) term, intelligent CAD would be effective
in:

e checking the validity of calls for service;

e cfficiently allocating patrol resources in a dynamic manner to account for
fluctuating manpower levels;

e standardizing dispatch assignments among dispatchers and between
dispatcher actions and departmental policies;

#» improving police service by incorporating strategies which, for example,
increase neighborhood identity or provide better response to emergency
situations;

e incorporating complex mathematical models for purposes such as
estimating patrol unit location and managing queues of calls for services;
and

e collecting and analyzing statistics which are useful to police
administrators.
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Another promising area for proactive decision-making is the management of
police demand. Recognizing that some 86 percent of all calls for police service are non-
critical in nature (i.e., not requiring immediate response) and that citizen satisfaction is a
function of expectation, Cahn and Tien (1981) proposed that the demand for police
services be managed and that alternative methods (i.e., other than the traditional method
of dispatching a costly patrol unit) be used to respond to non-critical calls for service,
provided the callers are forewarned and appropriately advised. Proactive management of
police demand can reduce or shift random demand peaks and may even lower the
demand level, so as to allow for a more efficient and effective allocation of limited police
resources, thus increasing the productivity of these resources. Whatever management of -
demand and alternative response procedures can be identified can be straightforwardly
translated into computer-based algorithms which could be on-line to assist complaint
operators and dispatchers in the performance of their PCCC responsibilities. One such
algorithm was recently developed by Tien and Chou (1985) for estimating the amount of
time that a caller for police service can be expected to wait before a police car can arrive
at the scene; this conditional response time would be communicated to the caller by the

complaint operator instead of the traditional (and unrealistic) statement of "we’ll have a

car right out."
Flexible Syste

The modern PCCC system is totally dependent on the computer. Computer
technology, meanwhile is undergoing major changes, and technological advances are
occurring on a daily basis. Any PCCC system must, therefore, remain flexible to take
advantage of and be compatible with these advances. Changing computer technology
will impact the PCCC functions in three areas.

First, the decreased cost of computers, together with increased computing
capabilities, should make computer-based PCCC systems available to even the smaller

police departments. Efficient memory media, device miniaturization, parallel processing,
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superconductivity of materials at room temperatures, and sophisticated (including
artificial intelligence) software are just five reasons for this amazing development in
computer technology. Second, computer networking and distributed processing should
allow PCCC functions to be decentralized and yet coordinated. In a distributed system,
data communication and data base management functions can be performed by a number
of small computers which are both physically connected together and software
coordinated in their functions. The data base could also be organizationally and
physically distributed, which would be advantageous in terms of flexibility, management
and privacy. Third, sophisticated terminals should facilitate interactions with the
computer-based PCCC system. These terminals include intelligent interactive graphics
terminals, optical character readers, and voice data entry terminals.

While technological advances are always enticing and vendors -- who have been
the primary agents of technology transfer (Colton and Tien, 1979) -- will always speak
highly of PCCC applications which make use of these advances, caution should be
exercised; the new advances should be carefully tested and evaluated before their

widespread transfer and adoption in PCCC systems.
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Abstract
All but a handful of the 50 states in the U.S. have implemented or are in the
process of implementing some version of a computer-based or automated correctional
data system (ACDS) for the storage and retrieval of offender-related data. In fact, many
such systems have been upgraded or changed several times since their inception, which,
in some cases, date back to a dozen years or more. The current status of ACDSs is
reviewed in this paper. It can be stated that current ACDSs are indeed data -- rather than

information -- systems; that is, their capabilities are quite limited. Future considerations,

including a proposed distributed automated correctional information system (DACIS),
are also included.

Introduction

The creation of the Law Enforcement Assistance Administration (LEAA) in the
Omnibus Crime Control and Safe Street Act of 1968 has significantly accelerated the
development and proliferation of automated correctional data systems (ACDSs) for the
storage and retrieval of offender-related data. It is estimated--based on an extrapolation
of data contained in the LEAA Grant Management Information System--that close to 20
million dollars of LEAA’s total budget have been expended on ACDSs; this estimate
includes 11.9 million dollars for the Offender-Based State Corrections Information
System (OBSCIS) program. Together with substantial state level funding, the total
estimate of ACDS-related spending could be well in excess of 200 million dollars.
Further, the adoption of ACDSs by certain counties (e.g., St. Louis County and San
Diego County) and local jails (e.g., Washington, DC) would also serve to bolster this
conservative estimate.

An obvious question is whether ACDSs have been effective or, more precisely,
cost-effective? A recent study funded by the National Institute of Justice (Tien et. al.
1982) attempted to answer this question or, at least, to begin to answer the question.
Although the paucity of available information about ACDSs -- indeed, there has, to date,

been no impact evaluation or cost-effective analysis of an ACDS -- prevented Tien et. al.
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(1982) from providing an explicit answer at this time, they were able to undertake a
critical review or assessment of existing ACDSs. The assessment was national in scope
and was based on available ACDS-related reports, structured telephone interviews, and
brief visits to 26 ACDS sites. While this paper is primarily based on Tien et. al. (1982)
and Tien (1986), it also draws from a recent effort by Tien and McClure (1986) in which
they consider technical approaches for making computers more effective in public
organizations.

Finally, it should be emphasized that the focus of this paper is limited to those
automated systems which deal with offender-related data. It also includes those systems
affecting probationers, parolees and detainees which have been implemented as a part of
or in conjunction with systems dealing with incarcerated, sentenced offenders.
Conversely, computer useage in such support functions as office automation (e.g., word
processing, spreadsheet, etc.) and administration (e.g., financial, inventory, personnel,
etc.) is not considered herein, although it obviously constitutes a critical and sizeable
application of computers in corrections.

Current Status

As of 1980 (Tien et. al., 1982), the 50-state corrections agencies had a total of 311
years of ACDS experience, with an average of 6.2 years and a median of 5.0 years.
These figures are significant in that the field of automation is one in which experience
counts. Frequently, the first system installed by a corrections agency was subject to
special problems resulting from the fact that the agency staff had not yet learned what the
computer could do for them. Subsequent systems were often more successful due to the
added sophistication of both users and data processing staff. In total, 40 states,
Washington, D.C., the Federal Bureau of Prisons and numerous regions and localities had
ACDSs which were "operational” in 1980. (By operational, it is meant that at least one

offender-based application was operating and officially in use by the appropriate agency
staff.)
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Although current ACDSs run on a wide variety of different central processing
units or mainframes, the IBM 370 and its look-alikes (such as Amdahl or Itel equipment)
dominate the field, with 28 installations. Six states have, in addition to their large
mainframes, minicomputers located in their institutions; in most cases, these are used for
peripheral applications such as inmate fund accounting or psychological test scoring.
The majority of the ACDSs are written in COBOL; some have parts written in assembler
language as well.

An important characteristic of any automated data system is the extent to which
on-line processing is available. On-line processing refers to the ability to interact with
the computer system through a terminal device such as a teletype or a cathode ray tube
(CRT). The functions of data entry, data editing, data retrieval, and data or file updating
may be performed either on-line (i.e., via the terminal) or through batch processing.
Thirty-five of the state-level ACDSs operating in 1980 had some degree of on-line
capability; that is, at least one of the above four stated functions was being performed via
the terminal. Further, 18 of the 29 systems which were undergoing development in 1980
were scheduled to have some degree of on-line capability. The function of data or file
updating deserves further explanation. When a system has on-line file updating (i.e., the
files are modified at the time that the data are entered), it is known as a real-time system.
Real-time systems provide the advantage that a piece of data can be retrieved and used as
soon as it is entered rather than being unavailable until the batch file update takes place.
Thus, if data are entered in a timely fashion, real-time systems can provide up-to-the-
minute information. Surprisingly, while there are several real-time informational needs
in corrections (e.g., inmate count taking and transportation scheduling), there were no
real-time ACDS applications implemented in 1980, although a few of them had the
capability to do so. Perhaps, it is because real-time systems are quite costly, in that they

are much more complex to program and require a higher degree of data security.
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The potential value of an ACDS can be partially gauged by the number and types

of applications it can perform. Twenty of the more prominent inmate- or offender-based

applications are considered in Fig. 1; they include the following:

Admission Reporting refers to the recording and reporting of an offender’s
admission activity. Nearly all of the ACDSs either have or are planning this
application.

Offender Record Retrieving refers to the ability to retrieve an offender’s records
using keys other than the agency’s assigned identification number (e.g., name or
FBI number). Thirty systems have this ability and 12 more are planning it.

Classification/Program Assignment Reporting consists of maintaining offender
profile data in a form in which it can be promptly retrieved and used as a basis for
assessment, classification and/or program assignment. This is one of the few
applications that may directly benefit the offender, in the form of improved
classifications and assignments. At least 1 of the 12 states having this application

has reported such an improvement. Sixteen additional states are planning to add
the application.

Probleml/Special Needs Monitoring involves producing reports which identify
medical or psychological problems or special situations (e.g., enemies,
educational skills and religious dietary requirements) that may affect the
placement and/or assignment of offenders. Four systems have some form of this

application (i.e., reporting on some subset of the possible problems or needs) and
13 are planning to add it.

Test Scoring refers to automatically scoring answer sheets for psychological,
vocational and intelligence tests. It is interesting to note that 5 of the 11 systems
that have this application run it on a separate microcomputer (using a proprietary
software package) that is not linked to the main ACDS. Five systems are
planning to add this application.

Reporting of Program Participation refers to collecting information on program
participation and reporting program participation by program and/or by offender.
Twenty-two states have this application and 14 more are planning to add it.

Disciplinary Reporting involves collecting and reporting data on disciplinary
infractions. Although associated with an offender’s record, the information
collected for this application has also been used to pinpoint an institution’s

trouble spots. Eighteen systems have this application and 13 are planning to add
it.

Offender Tracking refers to updating records regarding any change in the status
and location of an offender. This application is present in 35 systems and planned

oné ll)OS more; for many of them, it represents the core or primary function of their

Movement Reporting refers to reporting offender movement between institutions

and between status categories. Nearly all the systems either have this application
or are planning to add it.
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Does The ACDS Include The Following Application Areas?
(Y=Yes, N=No, P=Planned, S=Separate System)

1=Admission Reporting, 2=0ffender Record Retrieving, 3= Classification/
Program Assignment Reporting, 4 = Problem/Special Needs Monitoring, 5= Test
Scoring, 6=Program Participation Reporting, 7= Disciplinary Reporting,
8=0ffender Tracking, 9 =Movement Reporting, 10=Transportation Scheduling,
11 = Parole/Discharge Eligibility Date Calculation, 12=Legal Status Reporting,
13="Parole Hearing Scheduling, 14 =National Statistical Reporting, 15 =Inmate
Accounting, 16=Health Services Tracking, 17 =Visitor Control Reporting,
18 =Victim Restitution Reporting, 19="Probation Status Reporting, 20 = Parole
Status Reporting, 21 =Total "“Yes” Replies.

'Alabama Board

123456 7 89 1011 1213 14 15 16 17 18 19 20 21
Alabama YYNYYYYYNY Y Y Y N NNN N N 12
Alaska PPNPNNNPPNNUZPUPPNNNNPP O
Arizona YYNNYSNYNYNUPY Y Y N NNNN Y 9
Arkansas PYPPPPPNYNY Y PY P PNNN Y &6
California Y YYSNNPNYYNNNNYPS NN NNNY 7
Colorado YYYPYNYYYNUPY P Y YS NNY N Y 12
Connecticut YYNPNNNYYNUPY PP N NNNUP P 5
Delaware PPPPPPPPPNWUPPPPNUDPNNWPP O
Florida YYPNNYYYYNY Y NYYSPNY Y Y 13
Georgia YYPNYSYYNYNY Y Y Y P P NNY Y 12
Hawaii YYNNNPPYY P Y Y Y Y N NNNNY 9
|daho YPNNNPNPYNNY P NNNNNNZP 3
{ltinois YYPYNYYYYNY Y NNNNNNNN 9
Indiana ‘
fowa YNNNNPPYYNUPY NY N NNNNY 6
Kansas YYNNNYNYYNNY Y Y P NPNNY 9
Kentucky PPPPNPPPPNNUPPY N NNNNNI
Louisiana YYPPNYNYYNNYYSY YS P NNY Y N
Maine YNYNNYNYYNYNNYNNNNY Y 9
Maryland YNPPPPPYYNUPUPZPPNNW®PPUZP P 3
Massachusetts Y P N NN NN PP N N NNNP P NNN P 1
Michigan YPNPYYPPPNUPY Y Y Y YSPNNN 8
Minnesota YYPPPPYYYNUZPYY Y P P YNY Y 1
Mississippi YYYYYYYYYNNY Y Y P PNY Y Y 15
Missouri YYYPNYYYYNY Y PP P PP NN NN 9
Montana YYYNNYPYYNY Y Y N Y Y NNY Y 13
Nebraska YYNPYYYYYNY Y Y Y YS NPY N Y 14
Nevada N NNNNNNNNNNNNY N NNNNN 1
New Hampshire Y Y NN N Y Y NN N Y Y N Y N N NN N P 7
New Jersey YPNNNNPYYNUPPNY N NNNNYS 5
New Mexico YYYNNYYYYNY Y Y Y N NNNNNMN
New York YYNNNPNYYNNYNYVYSYSNNNN 8
NorthCarolina Y P P NNY YYY P Y Y Y Y N Y NP Y Y 12
North Dakota
Ohio Y Y NNYSNNYY N NY NY N NNNN N 7
Oklahoma PYPNYSPYYY P NY Y N P P NUP P P 7
Oregon YNYNNYNYY Y NY Y Y YS NNY Y Y 13
Pennsylvania YNNNNNNYYNNYNY N NNNNN 5
Rhode Island PPPNPPPPPNNUPUPNNNNNNN 0
SouthCarolina Y Y P NNY Y Y Y P Y Y Y Y Y P NNNNNM
South Dakota PPNNNNNPPNWNUPNZPGPNNNNP 0
Tennessee YYYYNYYYYNY Y Y NY Y NYSYS P 15
Texas YYYNNNNYYY Y Y NY Y P Y NNNMNM
Utah YPPPNPPPYNNY PPNNNNY Y 5
Vermont YPNNNYPPYNYPPY NNNNNN 5
Virginia YYPNNPPYY P Y Y PP P NNNY Y 8
Washington YYYYYYYYYY Y Y Y NNUPNNY Y 15
Waest Virginia
Wisconsin Y NNNYSYYSNY NNY NY P NNUPYSYS 9
Wyoming
Washington, DC Y Y NN NYSNY Y N N Y Y P P N Y N N Y 9
St Louis Co. YYNNNNNYYNNYNNNNNY Y Y 8
SanDiegpCo. Y YPNNNNYY N Y Y NY N NNY N N 8
Total “Yes" 413012 41122183340 3 20 37 1931 11 5 3 8 15 24 387

W

of Pardons and Parole has a separate computer system which provides this

application, using the same data base as the OBSCIS system.
2Application exists but is not being used.
*Only one institution or facility has this application.
‘Washington has three separate computer systems which perform the various applications.

Fig. I. Offender-based ACDS applications: as of 1980.
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Transportation Scheduling involves scheduling and/or reporting offender
transfers both within the correctional system and outside of it (e.g., to court, to a
doctor’s office). Only three states have even a limited form of this application
and each of these only produces a transfer report; no explicit scheduling is done.
Five states are planning to develop this application.

Parole/Discharge Eligibility Date Calculation involves partial or complete
computer calculation of dates on which an offender is eligible for parole and/or
discharge. Although many agencies claim this function is too complex to be
automated, 20 agencies have done so and 9 more are planning to do so. In most
cases, not all calculations can be done by the system; the more complex and
involved calculations must be done by hand.

Legal Status Reporting includes reporting offenders who are eligible for parole
hearings or other review processes and providing relevant status and history
information for those hearings. Thirty-seven systems have this application and 8
more are planning to add it.

Parole Hearing Scheduling involves scheduling parole hearings and/or reporting

of outcomes of those hearings. Nineteen systems have this application and 13 are
planning to add it.

National Statistical Reporting involves general data for the National Prisoner
Statistics (NPS) and/or Uniform Parole Reports (UPR) programs; the data may be
generated either in the form of printed reports or in machine readable form.
Twenty-eight systems have this application and 10 more are planning to add it.

Inmate Accounting involves processing offender bank accounts and commissary
purchases. Twelve state agencies have this application; however, in 6 of these
agencies it is a separate system rather than a part of the ACDS, a situation which
is not unreasonable since an offender’s financial record is generally not pertinent
to the other ACDS applications.

Health Services Tracking includes recording an offender’s medical treatments.
Five systems have developed such an application and 13 are planning to add it.

Visitor Control Reporting includes tracking those individuals who are allowed to
visit an offender and/or how many visits an offender has received. Three
agencies now have this application and 5 are planning to add it.

Victim Restitution Reporting includes recording and tracking an offender’s
participation in a victim restitution program. In many states, there are no victim
restitution programs; where programs do exist, they are frequently administered
by agencies other than the correctional agency. Of the 12 state corrections
agencies which do administer victim restitution programs, 6 of them have the
victim restitution application on their ACDS while 4 more are planning to add it.

Probation Status Reporting involves tracking and reporting the status of a
probationer, including any violations.  Fourteen state agencies having

responsibility for probation supervision have this application, while 5 more states
are planning to add it.

Parole Status Reporting involves tracking and reporting the status of a parolee,
including any violations. Twenty-two of the 33 corrections agencies having both
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a responsibility for parole supervision and an operational ACDS have this
application.

In regard to ACDS experience, the below statements summarize the state of such

knowledge; they are grouped into four sets of issues -- input, process, outcome and

systemic issues. The input issues focus on the system’s background and development;

the process issues focus on the system’s operation or performance; the outcome issues

focus on the system’s immediate impacts, especially in relation to its users; and the

systemic issues focus on the system’s broader impacts, as gauged from a total systems

viewpoint. The input issues include:

The absence of a formal needs assessment (and related functional specification)
effort has been a major reason for ACDSs -- especially their earlier versions -- to
have failed or not to have lived up to expectation.

The lack of user involvement throughout the ACDS development process (i.e.,
planning, designing, testing, implementing, operating and maintaining) has
resulted in a lack of user support of ACDS at both the data input and data
utilization ends of the ACDS.

While LEAA -- in particular OBSCIS -- funds have been critical in the
development of ACDSs, they have not prevented the "reinventing of the wheel."

Several problems can occur when a corrections agency does not have direct
control over its ACDS mainframe.

Several problems can occur when data elements and procedures are not first
clarified, codified and/or standardized.

Problems can occur in data base design if data files are sequential; if the data base
management system (DBMS) is not well understood; if the historical data file

cannot be directly accessed by statistical analysis packages; and if no purging
criteria exist for historical data.

Creation of an initial data base for an ACDS is a major undertaking and one
whose difficulty has frequently been underestimated.

User involvement and elaborate approaches to ACDS system testing have been
minimal.

System documentation has been poor to nonexistent, causing problems in system
operation and maintenance.

Most agencies have not carried out intensive user training, which in turn has
contributed to decreased user support.

The process issues include:
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ACDS performance has been negatively affected by the relatively low rank of
data processing administrators, the high turnover of data processing staff, and
frequent reorganizations within the corrections agency.

ACDS operation has been negatively affected by impractical designs,
programmers reassigned to other tasks, and contractors who are unfamiliar with
corrections.

Lack of software maintenance has resulted in some severe problems.

System security has been quite lax and the potential for misuses and abuses of
offender data exist.

Reliable system cost data have been uniformly unavailable.

Although for legal and practical reasons the manual files must duplicate at leasta
portion of the ACDS files, redundant manual files (which could be displaced by
the ACDS) have been maintained.

Real-time (versus delayed) file updating and local (versus central) data entry have
been topics of controversy.

Although improving, data quality -- in terms of factual accuracy, entry accuracy,
completeness, and timeliness -- has been a problem.

The outcome issues include:

Most offender-based applications have been operating at the "data" level,
producing listings or summaries of data.

While the operational or tactical needs of corrections are being met (at least

partially), the more strategic needs of planning, research and management have,
for the most part, not been met.

While they have been reporting to the NPS and UPR reporting programs,
corrections agencies have problems with the reporting formats and see no benefit
in return for their efforts.

While the ACDS applications have resulted in significant time savings for

corrections staff, they have barely begun to make use of the power of the
computer.

The attitudes of users toward ACDS have, for the most part, not been positive,
primarily because of a lack of perceived benefits of the ACDS.

The attitudes of some administrators toward ACDS have been less than positive
and have caused some severe problems.

ACDS goals have been ambitious, ambiguous and not measurable; their
attainment have been mixed.

The systemic issues include:

Very few ACDSs have interfaced with other criminal justice information systems.
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e Transfers of ACDS technology have been few (i.e., mostly of the Basic OBSCIS
Software Package) and with mixed results.

e There has been no technology transfer from other environments (e.g., inpatient
hospital systems) similar to that of corrections.

e Except in helping to prove fair treatment in a handful of litigation cases, ACDSs
have not been used to protect an offender’s right to have adequate and fair
treatment.

e Exceptin a few cases, ACDS data have not been used to shed light on corrections
issues, and ACDSs have not assisted in the monitoring of an agency’s compliance
with correctional standards.

In sum, what can be said about the status of today’s ACDSs? It can be stated that
current ACDSs are indeed data -- rather than information -- systems; that is, their
capabilities are quite limited. It should, however, be recognized that computer
applications in related areas of criminal justice are no more advanced than that in
corrections; for example, law enforcement applications have also not utilized the full
potential of the computer and they continue to be data -- instead of information -- driven
(Colton and Tien, 1979; Colton et. al., 1983). Similarly, the above listed statements
regarding ACDS experience to date are also reflective of automation experience in other

public sector organizations (Tien and McClure, 1986).

Future Considerations

In considering the future progress in ACDS development and growth, four
important issues must be addressed. First, The issue of user support is paramount,
inasmuch as organizations cannot derive the benefits planned from their automated
systems if those systems do not have user support. In fact, implementing an automated
data system without user support can have far reaching detrimental effects. When
employees have a negative attitude regarding the system, error rates increase and acts of
sabotage may occur. Specifically, i) data are not supplied to the system (eventually the
files become out-of-date or inaccurate); ii) the system is not used or is used improperly;
and iii) staff continue to use the old methods while being expected to keep up the new

system (thus they feel overworked and their resentment of the new system is increased).
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These conditions may cause morale to drop and staff tumover to rise, ultimately
decreasing the productivity of the organization.

The problem of lack of user support stems from the way in which an automated
system is implemented, the effects of an automated system on the organization, and the
users’ perceptions of the system and its effects. It has long been recognized that any
change in the organization creates uncertainty which generates resistance. In the
introduction of an automated system, there are other causes of resistance as well. Among
them is the fact that antomation or computerization always necessitates the transfer of
some power from the user department to the data processing department. Also, managers
resist because functional lines, which were formerly clear, become blurred by the
introduction of the automated system. Further, the increase in volume of data brought
about by computerization overloads managers with data and data processing-related
tasks, causing a decrease in their job performance, at least by traditional standards. Users
at all levels of the organization are afraid of the way in which the system may change
their jobs, especially when their skills (which have been developed over the years) are no
longer needed and new skills must be developed. Finally, certain characteristics of the
automated system itself may tend to irritate users and thus reduce their support; among
them are rigidity of the system, obscure input and output codes, and errors in the system.

The many conditions cited above which cause a lack of user support need not
occur. Various steps can be taken to mitigate or eradicate these problems; they can be
grouped into i) those that apply through all the phases of planning, developing and
implementing the automated system, ii) those that apply principally at the planning
phase, iii) those that apply principally at the development phase, and iv) those that apply
principally at the implementation phase. While the specific steps are detailed in Tien et.
al. (1982), it should be noted that if they had been followed in the development of the

existing ACDSs, many of the observed problems would not have occurred. Additionally,
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DeBrabander and Thiers (1984) advocate the prescence of a third party to overcome the
power asymmetry and semantic gap between users and data processing specialists.

The second is one that concerns federal support. It has already been stated that
federal support for ACDS-related activities during the past decade has been very
beneficial, the number of ACDSs would not be as many and the state of ACDS
development would not be as advanced if it were not for federal support. Certainly, the
limited support -- an estimated 20 million dollars of LEAA monies -- provided by the
federal government could not have by itself resulted in such widespread impact: indeed
not, what the federal support has been able to do has been to leverage state and local
spending in this area. Thus, in this case, the federal role has been quite appropriate and
effective; it has not only stimulated state and local interest in ACDSs, but also provided
direction and guidance.

Given the demise of the LEAA and the general cut-back in federal funding of
public programs, what should the federal role be in supporting ACDS development? Itis
recommended that the federal government support four types of ACDS-related activities.
First, the federal government should continue to support basic ACDS research and
development efforts, including the assessment of correctional data needs and the
development of offender-based application modules (that is, basic application programs
which must be modified to meet the specific needs of a particular agency). Second, the
federal government should expand its support of technical assistance assignments to
states which require them; the assignments could range from general ACDS audits or
reviews to more basic, but limited, coding assistance. Third, the federal government
should expand its support of a national clearinghouse for ACDS-related information; the
clearinghouse should actively seek out information and should also sponsor a yearly
national meeting for ACDS administrators to meet each other and to be exposed to recent

ACDS developments. Fourth, the federal government should institute an ACDS-related
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evaluation program, which would provide the needed feedback with regard to what
works, what doesn’t work, and why.

Privacy and security constitute the third issue which merits attention in
connection with future ACDS development efforts. Ever since the establishment of
statewide correctional institutions, correctional data systems have always existed, both to
track inmates within the system as well as for administrative and other functions. With
the computerization or automation of the correctional data system, access to inmate
information is quicker, if not easier, thus security and privacy are concerns in any data
system, manual or computerized, correctional or other.

In regard to ACDSs, it should be noted that while no significant privacy and
security problems have occurred to date, the potential is there, since system security is
lax. Further, privacy and security problems could become even more exarcebated in
situations where an ACDS is automatically or electronically interfaced with other
automated data systems, including other criminal justice systems. Fortunately, as one
systems designer at a correctional institution said, "There just does not seem to be much
market value for stolen offender data." If adequate privacy and security measures are not
implemented and this "market value” rises, then it is quite possible that the frequency of
privacy and security abuses would go up.

The fourth and final issue concerns the direction that future ACDS development
should take. As depicted in Fig. 2, it is recommended that current ACDSs, which are
predominantly data systems, be upgraded into information systems and, eventually, into
knowledge systems. In this evolutionary process, data systems support only transactions
processing and provide only data. Information systems support transactions processing,
tactical decision making, and strategic decision making, and provide both data and
information (i.e., processed data). Knowledge systems support transactions processing,
tactical decision making, strategic decision making, and policy decision making, and

provide data, information, and knowledge (i.e., processed information). In particular, the
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data base management systems (DBMS) can help to process data into information, and
the extended DBMS-based applications programs can help to process information into
knowledge, especially through the use of analytic, simulation, and expert systems tools.

Fig. 2 also highlight another fact -- that, in the future, the emphasis should be on
software, not hardware. Software is the new driving force in the computer industry.
Séftware costs is skyrocketing, while hardware cost is on a steady decline. It is for this
reason that software should be developed on a hardware-independent operating system.

While future ACDSs should be total knowledge systems, what could be an
effective ACDS in the interim? Given the current status of ACDSs and a knowledge of
correctional information needs, an appropriate interim system must recognize that i) users
have a need for decision-oriented information (not just listings or summaries of data
elements), and ii) users have a need to "control” their data (and not to give it up to a
distant data storage device that is under someone else’s -- most likely data processing’s --
jurisdiction). The latter need is based on the perception that data constitute power, a
perception that is held in many organizations, both public and private.

Fortunately, the state of computer technology is such that the above two needs
can be very appropriately met. First, the DBMS can be a very effective analyzer or
processor of data into information. Second, a distributed network of computers
(including mainframes, minicomputers and microcomputers) can allow for a data base in
which data can be geographically distributed, with each data set residing in a computer
(or "node") at or near the location where the data are entered; yet, all the data in such a
network can still be viewed as one data base and are accessible from all nodes, subject to
prespecified security constraints of the network. Further, the processing of data can also
be carried out locally, on a distributed basis. In sum, the system that would be effective
in the corrections environment, especially in a large environment, is a distributed

automated correctional information system (DACIS).
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A final consideration is whether and how to interface DACIS with other criminal
justice data systems. Given that any automated correctional system should be
electronically or automatically interfaced with other criminal justice data systems
(especially since they require some of the same data elements), the problems of privacy
and security, although real, can be overcome by limiting access and monitoring all
exchanges between systems. In regard to a DACIS interface with another criminal
justice data system, DACIS could treat the other system as just another node (if it
contains just one computer) or another network (if it itself is a distributed system); thus,
one day an automated criminal justice information system could be characterized as a
multi-network system.
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Introduction

The term "revolutionary” is attatched to the word technology
with alacrity—so much so that we that we now hear it as the white
noise of advertising language. If, however, we mean by revolutionize
that which profoundly and fundamentally changes, then we have to
call what Automated Fingerprint Identification Systems (AFIS)
technology has done to criminal identification revolutionary. AFIS
has, in fact, revolutionized law enforcement capability to identify
offenders and solve crimes. Before AFIS, when a fingerprint was
found at a crime scene, and no suspects were known, there was little
or no chance that the print would be matched to one in law
enforcement files. In fact, in most cases, there would not be a search.
The problem was that there are too many prints in the file and not
enough people to do the searching.

AFIS has changed the fingerprint processing with state-of-the-
art computer searching and matching. Identification rates have
increased dramatically in jurisdictions that have implemented AFIS.

The sensational California "Night Stalker" serial murder case was
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broken by a latent print lifted from a stolen car. At the California
Department of Justice, the print was entered into the state's new
AFIS, and the hit on alleged serial killer Richard Ramirez was made
in a matter of minutes. In similar fashion, the first latent print run
against San Francisco Police Department's AFIS data base had been
the subject of thousands of hours of manual searching over an eight-
year period. That print belonged to the killer of Miriam Slamovich, a
World War II concentration camp survivor, who was shot point blank
in the face by an intruder in her home in 1978. Her assailant left a
full, perfect print at the scene, but with no suspect and no other
clues, there was little chance of making a match on ekisting file
prints by conventional manual searching methods. Police detectives
agressively pursued the case, however, and when the AFIS system
was implemented in 1985, it matched the print in six minutes.
Slamovich's alleged killer was in custody the same day.

This new generation of AFIS technology has given law
enforcement agencies around the country a capability to identify
suspects in cases that previously would have gone unsolved. AFIS
technology finally has brought the use of fingerprint evidence into
the twentieth century and promises to spur clearance rates more
than any other single law enforcement tool. AFIS may well have the
greatest impact of any technological development on law
enforcement effectiveness since the introduction of computers to
widespread use in the criminal justice system in the 1960's.

What makes AFIS so revolutionary? The heart of AFIS
technology is the ability of new computer equipment to scan and

digitize fingerprints, to automatically create a spatial geometry or
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map of the unique ridge patterns of the prints, and to translate this
spatial relationship into a binary code for the computer's searching
algorithm. Making incredibly fine distinctions among literally
thousands or millions of prints, an AFIS computer can compare a new
fingerprint with massive collections of file prints in a matter of
minutes and can make identifications that previously were possible
only through a time-consuming and error-prone process of manual
comparison. My presentation today is intended to provide a brief
introductory look at this new technology. I will try to explain in
non-technical terms how AFIS technology works, how it differs from
manual fingerprint search and comparision methods, how it has
changed the ten-print and latent print identification functions in law
enforcement, and what impact the technology is having on law

enforcement capability to identify criminal perpetrators with the use
of AFIS.

MANUAL FINGERPRINT PROCESSING

An examination of manual fingerprint processing will provide
not only an understanding of how fingerprints were processed prior
to AFIS, but also show the problems that had to be overcome. The
classification system describe below is the predominant manual

classification systems now in use in most law enforcement agencies.

Manual Fingerprint Classification
The unique and unchanging patterns of ridge detail on the
friction ridge skin found on fingers of all primates have provided law

enforcement agencies throughout the world with a means of positive
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identification.  Fingerprint comparison has become the universal
method of verifying identity and ensuring the integrity of criminal
record systems. To support the investigation and identification
functions, criminal record repositories and identification bureaus
have established files of fingerprints that are often massive.
Generally, these files are of two types. The most extensive files are
"rolled" inked impressions maintained on ten-print cards filed
according to some classification system. Typically, these fingerprint
cards are prepared at the time of an individual's arrest and are used
to verify his identity and to determine whether he has a prior
criminal record. Ten-print cards also are often submitted in
connection with certain employment or licensing applications to
determine whether the applicant has a criminal record that would
legally bar him from being hired or obtaining the license.

A second general type of fingerprint records are so-called
"latent” fingerprints (that is, they are sometimes not visible to the
naked eye) developed as a result of criminal investigations. These
prints generally are obtained at crime scenes or from documents or
material related to the crimes. Latent fingerprints developed in this
manner usually occur as isolated single finger impressions or as
fragmentary parts of two or three adjacent fingers. They are often of
poor quality. Nevertheles, latent prints have linked suspects to
crime scenes and have been used as evidence to convict. In England
in1905, a fingerprint taken from a bloody cash box was used as
evidence against a known suspect, Albert Statton, in a murder case.
That latent prints' 34 points of minutiae led to Stratton's conviction

and hanging.
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From the very beginning of fingerprint retention systems it
was apparent that it would be necessary to create a system that
would not require incoming search prints to be compared with every
fingerprint card already on file. Manual comparison and elimination
of prints is a time-consuming and expensive process. As file sizes
increase, such searches become more difficult until, at some point, a
successful match becomes improbable, if not humanly impossible.
From its inception until recent years, therefore, fingerprint
identification methodology has been predicated upon the necessity of
dividing file prints into classification categories based upon
distinctive ridge patterns to eliminate the necessity of searching the
entire file.

In the final years of the nineteenth-century, Sir Edward Henry,
an Englishman who served as Inspector General of Police in India
and as Commissioner of London's Metropolitan Police, developed the
first successful fingerprint classification system. His system was
installed in New Scotland Yard in 1902. The Henry System, which,
with modifications and improvements, remains the predominant
classification system in use today, classified fingerprints by assigning
each finger to one of two primary fingerprint pattern types—whorl or
non-whorl. The fingerprints were represented as a unit rather than
as individual fingers by assigning to each ten-print set an
alphanumeric designation reflecting the pattern characteristics of all
ten fingers. Thus, two pattern types times ten fingers yielded 210 or
1,024 classification categories into which to subdivide fingerprints.

Given the size of the files when Henry installed his system in

New Scotland Yard in 1902, the Henry System was a manageable and
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workable system—notwithstanding the fact that the most common
classification category was found to contain about 25 percent of all
fingerprint records. However, considering that the FBI now
maintains approximately 23 million criminal fingerprints and the
state of California maintains approximately 7.5 million fingerprint
cards in its state repository, it is obvious that the basic Henry System
would not work for today's file sizes. As a result, the history of
fingerprint technology development until very recently has been one
of devising extended classification subcategories to enable the Henry
System to accommodate increased numbers of prints. In recent
years, the portion of fingerprints in the most common classification
category has decreased from 25 percent to 6 percent. Nevertheless,
6 percent of the FBI's files is still a very large number to search. In
addition, as increasing file sizes have necessitated more complex
rules for subclassification, human judgment has come more into play,
with the result that particular technicians might classify fingerprints
differently. Misclassification, of course, results in the risk of missed
identifications.

The inherent limitation for latent print searching in the Henry
System is that it classifies the ten fingers as a unit rather than as
separate fingerprints. A single latent print cannot be filed or
searched as a unit. In manual classification systems, therefore, if the
results of comparing latent prints with the prints of known suspects
are negative, the latent impressions usually are filed for future

reference in an "unsolved latent" file.

Manual Fingerprint Processing
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Manual fingerprint processing begins when fingerprint cards
are submitted to identification bureaus or criminal record
repositories—primarily as a result of an arrest or a criminal
investigation or in connection with applications for employment or
licensing.  These ten-print cards are searched against existing
criminal fingerprint files to determine whether the individual has a
prior criminal record. Whether the search is for criminal justice or
noncriminal justice purposes, the process begins with a so-called
"name search.” The individual's name, date of birth, sex and other
identifying information are taken from the incoming fingerprint card
and searched against a master name index. In most of the states,
this part of the search process is fully or at least partially automated.
If a match or a close match is found in the name index, the file
fingerprint cards associated with the match candidates (usually only
one or two cards per search) are retrieved and are manually
compared with the incoming search card by a fingerprint technician
to verify positive identification. In the processing of criminal
fingerprint cards, the great majority of successful matches, or "hits,"
are made in this relatively quick and inexpensive way-—name search
verified by manual fingerprint comparison. Statistical information
developed recently by the state of Californial indicated that
approximately 47 percent of arrested persons are found to have
prior criminal records through the process of identification by the

name search and verification by fingerprint comparison.

LTracking Juvenile Recidivists: Three Options for Creating Statewide, Longitudinal
Records of Juvenile Offenders, California Department of Justice, Bureau of Criminal
Statistics and Special Services, August 1985, pp. 36-37.



109

If an identification is not made on the basis of the name search,
the fingerprints are classified by a trained technician and a "technical
search" (actual fingerprint comparison) is performed to ensure that
the individual has not escaped identification by using an alias or as a
result of clerical error in conducting the name search. Manual
technical searches are extremely time-consuming and expensive.
Although the classification of the fingerprints limits the search to a
portion of the entire file, it is still necessary to compare the search
card with all of the file cards within that classification, plus
additional cards on either side of the classification to compensate for
possible classification errors in the search print or file prints, or both.
In large files, this can entail a review of hundreds of file cards. But,
for criminal prints, these searches may be quite productive.
According to the California statistics noted above, 47 percent of
arrestees are idenfified by name search. By conducting a technical
search of the entire file, an additional eight percent of those arrested
will be discovered to have criminal records, bringing the total to 55
percent.2

Fingerprints submitted for noncriminal justice purposes, such as
employment and licensing (applicants), yield very few "hits," yet
require the same kind of technical search. Statistics developed by
the FBI3 indicate that only about five percent of employment and

licensing applicants are identified as having previous criminal

2ibid, pp. 36-37.

3A Study to Identify Criminal Justice Information Law, Policy and Management Practices
Needed to Accommodate Access to and Use of IlI for Noncriminal Justice Purposes,
prepared for the FBI by SEARCH Group, Inc., September 1984, p. 58.
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records. An additional 1.5 percent of the applicants are identified
through technical searches, bringing the total to 6.5 percent. This
means that 95 percent of all applicant fingerprint cards must be
classified and manually searched (i.e., those not identified by name
search), and that the hit rate on them will only be one or two
percent. It is hardly surprising, therefore, that most state record
repositories process noncriminal justice cards by name search only,
regarding technical searches as unjustifiable because of their high
cost and low productivity.

The essential problem, as stated earlier, is that latent
fingerprints cannot be classified and searched under the Henry
System, whcih needs all ten fingers. Thus, latent prints usually are
searched only against the file prints of known suspects and, if there
is no match, the prints are placed in an unsolved latent file. If there
is an extremely high priority on the case, the latent print may
undergo a file search with little or nothing to limit the search. Such
efforts are known as "cold searches" and the rare resultant hits are

referred to as "cold makes."

AFIS TECHNOLOGY

It took the maturation and sophistication of three critical
elements to make AFIS the revolutionary technology it is today. The
first element was the selection of digital computer. Translating
fingerprint ridge and minutiae data into binary data provided the
mechnaism necessary to provide the speed to search thousands or
millions of fingerpints and the memory sufficient to store the data.

The second critical element was the development of scanners
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sophisticated enough to capture and translate the inked fingerprint
image into digital data. The third element necessary for the AFIS
revolution was the sophistication of the algorithms for searching and
matching. The result of wutilizing sophisticated scanners and
algorithms with high speed digital computers in the 1980's was the
creation of an ability to scan fingerprint impressions and
automatically extract identifying characteristics in sufficient detail to
enable the computer's searching and matching algorithms to
distinguish a single fingerprint from thousands or even millions of
file prints that have been similarly scanned and stored in digital
form in the computer’s memory. This concept of computerized
digital image processing has eliminated the necessity for time-
consuming and error-prone manual classification and comparison of
fingerprints. It has greatly increased the speed and accuracy of ten-
print processing and has made it possible to conduct cold searches on
latent prints against very large fingerprint files.  Thus, it has
significantly improved the efficiency of the criminal identification

process and has added an important new crime-solving capability to

the law enforcement arsenal.

Fingerprint Scanners

What is perhaps most extraordinary about these new systems
is the sophistication and intricacy of the scanning and mapping
algorithms, which convert the wunique spatial relationship of a
fingerprint's ridge endings and ridge bifurcations, called "minutiae
points," and additional ridge direction and ridge contour information

into a digitized representation of the fingerprint. In a ten-print to
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ten-print search on good quality rolled impressions, the computer
plots the spatial relationship of 90 or more minutiae points for each
finger, a number high enough to distinguish the uniqueness of that
print from all others and to make it virtually certain that the
computer will be successful in matching the candidate prints with
the prints in the file. Latent prints have less minutiae data for the
scanners to map, but the systems are able to work with only a
portion of the minutiae map and can score matches with an average
of only 15 to 20 minutiae points. One law enforcement agency
reported a hit on a fragmentary print which yielded only eight
minutiae points.

In preparing fingerprints to be searched, the AFIS system
provides a capability for enhancing the prints, correcting for breaks
in the skeletal pattern, cuts or breaks in the ridges caused by scars
or burns, or other kinds of interference caused by dirt, blood or
chemicals. The system can even provide an evaluation of the quality
of the print, disqualifying inferior prints. This print enhancement
capability is especially important in searching latent prints, since it
enables an experienced technician to fill in missing or blurred
portions of print fragments to produce more useful images for the

computer to work with.

Digitized Searching

Equally sophisticated are the search algorithms used in the new
AFIS systems to convert the minutiae data and ridge direction and
contour data extracted by the scanner into a unique binary code that

the computer can use in searching its files. The search algorithm
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determines the degree of correlation among the location, angle and
relationship of the minutiae of the search print and the minutiae
patterns of file prints. The computer is not actually comparing
fingerprint images in its search; it is conducting a mathematical
search that will provide a candidate list of those binary codes in the
file most similar to the binary code used in the search.

The mathematical search is carried out by an AFIS system
component called a matcher, which can search a candidate print
against the file prints at a rate of 500 to 600 prints per second.
Matchers operate in parallel, each taking a portion of the data base.
As file size increases, matchers may be added so that there need be
no diminution of searching speed. Average searching time is,
however, relative to a number of factors including the number of
matchers employed, time spent in preparing and enhancing the
prints, entering demographic data to limit the number of prints to be
searched, and the time the candidate prints wait in the system's
queue (temporary memory storage) prior to the search process.
Search time for a ten-print search (rolled print to rolled print
comparison) in a file of under 500,000 is a matter of minutes. For a
latent search, the search time averages about one-half hour.

In its quest for a mathematical match, the computer employs a
scoring system that assigns points to each of the criteria used in the
match. The technician sets a threshold score above which he has
assurance that a match has produced a hit. At the conclusion of the
search, the system reads out the candidate list, the number of which
is defined by the technician as a search parameter. Based on

parameters set in the scoring system, the score of the candidate in
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the number one position, if high enough, indicates that the match is
probably a hit. If the score is low, it means that the system has
chosen the selected number of candidates most similar to the search
print, but there is little probability of a hit. The optimal functioning
of an AFIS would produce a hit on the candidate in the number one
position every time and the score would be high enough to leave no
doubt. For the 10-print search, fingerprint experts are reporting that
in approximately 98 percent of the prints that are matched, the
candidate's score met the threshhold and was in the large number
one position.4 This level of accuracy, which is made possible by the
number of minutiae available from rolled prints, eliminates the
necessity of comparing the search prints with the file prints of the
other candidates on the list. If all of the candidates fall below the
threshold score, then there is a high probability that the candidate's
prints are not in the system. Nevertheless, some AFIS systems have
policies calling for review of some of the candidate prints in such
cases as an added precaution against missed identifications. For
example, California Department of Justice's California Identification
System (Cal-ID) policy requires comparison of the search prints with
the file prints of the candidate in the number one position if there is
a sizable differential between the scores of the number one and two
positions.  For latent searches, where there are fewer minutiae to
work with, comparisions may be made on as many as three to five

candidates. Again, as a policy matter, Cal-ID checks only the number

4Proceedings of a SEARCH National Conference on Automated Identification Systems.
Sacramento: SEARCH Group, Inc. (forthcoming). The conference was conducted in
Kansas City, Missouri, February 26-28, 1986, and included managers of operational
Automated Fingerprint Identification Systems, who were in general agreement on

performance capabilities of new AFIS technology.
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one candidate for verification in property crimes, but checks up to
three candidates for person crimes. Cal-ID's policies governing the
verification process are the result of careful study and testing of its
AFIS performance relative to candidate position and hit frequency.
Such policy determinations, in general, factor technical
performance, cost, time, and the priority given to particular kinds of
crimes.

Finally, it is important to note that an AFIS makes no final
decisions on identity. While the score may virtually guarentee a hit,
only the trained eye of the fingerprint technician will make the final
verification. The use of the fingerprint as evidence in court requires
the fingerprint technician to prove, by a comparison of
measurements and points of minutiae on the latent and file prints,
that the prints match. For verification, an AFIS assists but does not

replace the fingerprint expert.

DIGITAL IMAGE RETRIEVAL

It is a very time-consuming process to compare candidate
prints with the file prints, even with AFIS. Remember, an AFIS
candidate list is composed of an operator-selected number of prints
most like the search print. Even if the scores for all candidates are
not above the threshold, the operator wants to check to be sure.
That normally entails going to the hardcopy fingerprint files, pulling
the candidate cards and returning to the AFIS monitor to make
comparisons. The latest technological development in AFIS—image
storage and retrieval—addresses that problem. The digital image

essentially is a by-product of the initial conversion process by  which
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the search print is read into the system in digital form. New image
storage and retrieval technology allows the digitized fingerprint
images used to plot the minutiae to be stored on an optical disk and
retrieved at a later time for comparing candidate lists with the
search prints. It allows the digitized search prints and the retrieved
image of the candidate file prints to appear side by side on the
operator's screen for comparison. This gives the technician the
distinct advantage of not having to leave the terminal to retrieve the
prints. Without image storage and retrieval, the process entails going
to the hard-copy file of rolled prints to collect the prints of
candidates to be compared with the search prints. As a less costly
alternative to image retrieval, some law enforcement agencies use

microfilm and microfiche readers to speed the verification process.

Sharing AFIS Data

Can an AFIS computer in other jurisdictions share its data with
an AFIS in another jurisdisdiction? The answer is that if they are
from the same vendor, that vendor has the technical capability to
allow the two systems to share data. If the AFIS computers are not
from the same vendor, then the answer is no, the computers cannot
"talk" to each other directly because the algorithms and
communications protocols are different. The technology is
incompatible simply because the computers of the various vendors
were designed differently. Thus, one AFIS computer cannot search
the files of another AFIS computer of a different manufacturer.
Some technologists are quick to point out that a "black box" (a piece

of equipment that translates the protocols and algorithms of one
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vendor to those of another) is soon to be developed and operational.
That assumes that vendors are willing to share the secrets of their
algorithms. Such as technology could be developed, but it is perhaps
more the case that practically terms the vendors have no economic
incentive to do so at this time. At this writing at least, there is no
such interface available.

Compatibility among AFIS computers of different vendors is
not the direction this technology seems to be heading. Instead, AFIS
technology is moving toward the development of a national standard
for the interchange of fingerprint data and images. Since an AFIS
computer works by having an input device read and digitize a rolled
fingerprint image, what the computer needs from another
jurisdiction is digitized fingerprint image data and personal
identification information, or demographics, to limit the search.
Simply stated, an AFIS computer just needs good fingerprint images
that it can read on its own terms. On August 25, 1986, the American
National Standards Institute accepted the standard entitled "Data
Format for the Interchange of Fingerprint Information” (NBS/ICST-1-
1986), which was developed by the Institute for Computer Sciences
and Technology of the National Bureau of Standards (NBS). Most
observers believe that this NBS standard for electronically
transferring fingerprint images will pave the way for the sharing of
fingerprint data among law enforcement agencies in a form that can
be utilized by all AFIS systems.

Facsimile technology is also making advances in providing
another method for sharing AFIS image data. Facsimile-reproduced

fingerprints represent a low-cost method of transmitting fingerprint
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images from remote sites to the AFIS computer. The critical
questions are whether the facsimile prints are of sufficient quality to
use as substitutes for the inked impressions in the AFIS, and
whether there will be a degradation in the scores produced in the
search. Thus far, the testing of facsimile image transfer and use in
AFIS sytems has shown that good quality facsimile copies of good
quality inked prints can meet search accuracy requirements.

The future appears excellent for sharing fingerprint image data
among law enforcement agencies. Capabilities at present are limited,
but the experiments in image transmission standards and facsimile
transmission of prints promise that the technology is not far from

becoming an operational reality.

IMPACT ON LAW ENFORCEMENT CAPABILITY

AFIS technology will create a significant impact on the
functions of law enforcement. First and foremost, it seems certain
that the technology will significantly increase the efficiency of the
ten-print search and the effectiveness of the latent search, with
attendant cost and manpower savings and greatly increased crime-
solving potential. (Attatched exhibits show the impact of AFIS in
statistics from the California Department of Justice, San Francisco
Police Department, Royal Canadian Mounted Police, and the National

Police Agency of Japan.)

Ten-Print Processing
The ten-print to ten-print search—the comparison of newly-

rolled prints with rolled file prints—is the bread and butter of both
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criminal and noncriminal identification. As noted earlier, virtually
all identification bureaus and criminal record repositories begin the
processing of fingerprint cards by conducting a search of their
master name indexes. This will continue to be the prevailing practice
in agencies with AFIS systems. Nationally, some 50 to 55 percent of
name searches result in identifications. With manual systems, some
agencies stop here; if no hit is produced, they do not conduct a
technical fingerprint search because such searches consume too much
manpower. The majority of agencies, however, conduct a manual
technical fingerprint search when there is no hit on the name search.
Manually classifying and comparing fingerprints requires a
significant investment of time and people. With an AFIS, those
remaining 45 to 50 percent of incoming fingerprint cards that do not
produce a hit on the name search can undergo a fast, efficient and
accurate technical fingerprint search.

Available information suggests that manual fingerprint
searches on a national basis achieve an accuracy rate ranging from
60 to 74 percent.d (Accuracy in fingerprint terminology is a
measure of the ability of the system to locate a print that is in the
data base. Failure to locate a print in the file can be attributable to a
variety of factors, including errors in data entry, classification, filing,

and comparison, as well as errors in the search algorithm and scoring

5See Terry Lindh and Stephen Ferris. Fingerprint Identification Systems (Paper prepared
for presentation at the Automated Fingerprint Identification Seminar, University of
Tennessee Space Institute, April 15-17, 1985), p. 28. In a national survey Lindh and
Ferris found a 60-65 percent manual accuracy rate. Inspector Ken Moses, Crime Scene
Investigation Unit, San Francisco Police Department, conducted a national survey in 1979
and found a 74 percent manual accuracy rate. Experts agree that the range in percentage is
largely attributable to the degree of thoroughness of the actual comparisons of the suspect
print with the file prints.
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system. Accuracy rate is different than hit rate, which measures the
percentage of candidate prints that are matched with file prints.) At
the upper boundary, a 74 percent manual accuracy rate is an
impressive figure in one sense, given the vast numbers of fingerprint
records in criminal history files; but it still means that one in four
potential fingerprint identifications is missed. The AFIS technology
has changed these numbers dramatically. In agencies that have
implemented AFIS systems, the accuracy rate of ten-print
fingerprint searches has improved to an estimated 98 percent, and
99 percent in systems with a million records or less.6 In the first
few months of operation, the AFIS system in Baltimore, Maryland
identified 525 arrestees using aliases. The San Francisco Police
Department estimates that as many as 17 percent of arrestees lie
about their names and other identifying information, but still are
identified by the Department's AFIS system.

It is not surprising that the increased speed and accuracy of
AFIS equipment produces greatly increased efficiency in state-level
ten-print functions that must accommodate large volumes of
searches against massive files. California officials have reported that
the California Department of Justice's CAL-ID statewide AFIS system
in its early stages of operation has achieved a productivity increase
of 300 to 400 percent in the processing of ten-print cards. The
system is now processing 1,000 to 1,400 fingerprint cards a day

using 12 people. In a manual mode, that level of production would

6Proceedings of a SEARCH National Conference on Automated Fingerprint Identification
Systems, op. cit. For example, Peggy A. James, Latent Print Examiner, Houston Police
Department, reported that in its six years of operation, Houston's AFIS has missed 750 10-
print records known to be in a data base, a figure representing one-half of one percent of

the 151, 237 records in the data base.
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require an estimated 46 to 50 people. CAL-ID officials project an
eventual savings of 50 percent reduction in the costs of ten-print

processing, which is on the order of $2 million annually.’

Latent Print Processing

The latent to ten-print search, which runs a crime scene print
against files of criminal and noncriminal ten-print cards, is the
crime-solving function of identification bureaus. As stated earlier,
manual searches of latent prints are exceedingly time-consuming and
costly and yield little results even when there are suspects énd other
information to limit the number of comparisons that must be made.
Although an estimated 35 percent of crime scenes yield usable latent
prints, very few identifications have resulted from manual searching
methods. A study of four major metropolitan police departments
conducted by the Rand Corporation found that the hit rate for
manual latent searches ranged from four to nine percent.8 Moreover,
most agencies will only conduct manual latent searching when there
are suspects or other information to limit the search. "Cold makes,"
which are based on the latent print alone, are rarely undertaken.

The speed and accuracy of the AFIS technology, however,

makes it possible to search a single latent print against the individual

TCalifornia Identification System CAL-ID Project, Project No. 2100-23, Feasibility Study
Report Update, October 15, 1984, California Department of Justice; page 4.

8P. Greenwood, .M. Chaiken, J. Petersilia. The Criminal Investiigative Process. New
York: D.C. Heath and Company, 1977;pp.162-165. Of the four cities examined in the
study, three had approximately the same percentage rate of idenfifications from latent
prints: Miami, Florida had 9.0 percent; Richmond, California had 9.9 percent; and Los
Angeles, California had 9.1 percent. Washington, D.C. had 4.3 percent.
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fingers of thousands or even millions of file prints in a matter of
minutes. Not surprisingly, the impact of the technology on latent
print processing has been phenomenal. In its first two phases of
development, CAL-ID entered 420,000 fingerprint cards into the file
that is used for latent searching. The file includes persons born in
1950 or later who have been convicted of a felony, a group that is
estimated to represent only 34 percent of the AFIS data base but 47
percent of daily AFIS activity.9 When the file is fully implemented,
the latent file will contain 1.5 million records of individuals with
felony convictions born 1940 and after. CAL-ID is now experiencing
a hit rate of 15 percent on latent searches and officials project an
increase in the hit rate to 18 percent. In its first year of operation,
the San Francisco Police Department's AFIS system conducted 5,514
latent print searches and made 1,001 identifications, a hit rate of 18
percent. San Francisco cleared 816 of those cases, including 52
homicides, compared to 58 cases cleared the previous year on the
basis of latent print identifications.

In Houston, 4,645 latent searches have resulted in a hit rate of
13 percent, clearing over 600 cases that officials say could not have
been solved any other way. One hit cleared 30 cases in five counties.
In Prince George's County, Maryland, an AFIS computer shared by six
city and county police departments made 150 hits in its first nine
months of operation, including one hit that cleared some 40

burglaries.

%ibid, pp. 5-6.
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Law enforcement officials believe that the AFIS systems not
only are helping to solve crimes that otherwise would not have been
solved, but are putting chronic offenders in jail and halting repeat
offenses. By the end of fiscal year 1985, San Francisco had jailed
over 900 burglars identified by its AFIS, which has been credited as

a contributing factor in the city's 25 percent drop in burglaries.

The Future of AFIS

As stated earlier in this paper, without known suspects, manual
systems have very little chance of matching a crime scene print with
a print in the fingerprint files. In fact, most often no search is
attempted. Now AFIS has given law enforcement the capability to
match those crime scene prints in "cold searchs." This new capability
should invigorate crime scene work; investigators now feel that if
they can detect a latent print, they have a real chance of solving a
case. What we should see in the future is an advance in fingerprint
detection and lifting technologies. At least in the United States,
federal funding for forensic science research, including crime scene
fingerprint detection technologies, has been inadequate. With the
success of AFIS, we may see an infusion in support for technologies
associated with forensic science.

One of the problems associated with fingerprint technology is
the poor quality of inked prints. Poor quality inked prints erode the
quality of the AFIS data base and result in the system not matching a
print in the database. Technologies for taking "inkless" prints are

nearing levels of quality that may make them an integral part of an

AFIS.
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As mentioned earlier, AFIS systems have the capability to
enhance the quality of a print once it has been scanned and digitized.
That capability can either be manual tracings or automatic tracing by
the AFIS. There are merits to both methods. What we may see in
addition to automatic enhancing is the use of an Expert Systems to
enhance digitized fingerprints. As a component of Artificial
Intelligence, Expert Systems capture or "clone" the institutional
knowledge of experts. Expert Systems make decisions about the best
possible method available for a given situation, as oppossed to
compouter systems that simply automatically activate a programmed
response to a given situation. What this would mean for AFIS is that
if the knowledge of the finest fingerprint technicians could be
captured in an Expert System, then the Expert System could be used
to determine the best possible tracing to restore what might have
been the original pattern of the print.

Finally, an AFIS is at heart a biometric technology—that is, a
technology that physically corroborates the identity of a given
individual. As such, we should begin to see AFIS systems used in the
future in a variety of applications outside of the criminal justice
environment. For example, documents such as the birth certificates,
drivers licences, and passports do not at present have a biometric
corroboration physically linking the individual with the document.
Without such verification, fraud based on false identification
documents results in annual losses in the United States of over 2§
billion dollars. AFIS may well be called into service to bring

integrity and reliability to identification documents.
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Exhibit 1

CALIFORNIA IDENTIFICATION SYSTEM CAL-ID)
CALIFORNIA DEPARTMENT OF JUSTICE

System Intalled October 9, 1985
Through December 1986

Latent Fingerprint Identification Statistics

Fingerprints Searches 11,695
Total Cases Submitted 9,211
No. of Agencies Submitting 250
Suspect ldentifications 1,207
Total Cases Hit 1,055
Case Hit Rate 13.2%
Total System Hits 2,007
Searches Per Day 280
Percent of Hits in No. 1
CandidatePosition 99%

By Crime Catagory

No. Cases Percent
Felony Burglary 686 65.0
Robbery 135 12.8
Homicide 90 8.5
Auto Theft 73 6.9
Rape/Sex Crimes 25 2.4
Grand Theft 18 1.7
Narcotics 7 V4
Assult 6 6
Attempted Homicide 3 3
Other felony/Misdemeanor 12 1.1
TOTAL 1,055 100.00

Source: California Department of Justice
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Exhibit 2

SAN FRANCISCO POLICE DEPARTMENT
AFIS Statistical Report

From Start of Operations on February 28, 1984 through
June 30, 1987

THIS YEAR FROM
START DATE
Number of Searches 2373 11831
Number of identifications 540 2344
Hit Rate (percent) 22 19
Number of Cases 441 1925
—Burglary 270 1337
—Robbery 40 177
—Sexual Assult 13 38
—Homicide 17 84
—Auto Theft/Boosting 70 184
—Fraud 6 17
—Assults 9 35
—Hit & Run 9 22
—Other 7 31

Source: Inspector Kenneth Moses, San Francisco Police
Department
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Exhibit 3

ROYAL CANADIAN MOUNTED POLICE
HISTORY OF AFIS TECHNOLOGY

Manual Phase 1 Phase 2 Phase 3
1971 2nd Gen AFIS 3rd Gen AFIS

1979 Dec '85

123 73 76 79

900,000 1,000,000 1,312,330 1,931,939

780 957 826 923

7 days 24 hrs 24 hrs 24 hrs

75% 75% (1/2 man) 94% 96%

21 11 19 19

69,000 30,000 122,164 331,445

100 100 500 1,000

1-3 mo. 1-3 mo. 5 days 3-4 days

85 21 139 708

Source: Royal Canadian Mounted Police, July 1987.

Phase 4
Orion
Dec '87

79-15=64
2,500,000
(2 fingers)

2,500
2 hrs

96%

19
2.5 mil
45,000

4 hrs. Major
24 hrs. Minor

+6,000

L2



Exhibit 4

NATIONAL POLICE AGENCY OF JAPAN
AUTOMATED FINGERPRINT IDENTIFICATION SYSTEM

Year of Implementation: October 15, 1983

Latent Print Ildentification Statistics

1982

Pre-AFIS
Latent Inguiries Received 3,500
Number of identifications 200
Processing Time 3.5 days
Hit Rate (percent) 5.7%

Searching time

1.5 second per finger

15 seconds per set

7 seconds per latent finger

1.3 seconds per one to one finger matching

Source: Yuji Tatuzawa, National Police Agency, Japan

1986
AFIS

13,700
1500
24 hrs.
11%

821



129

FORENSIC USES OF POLYGRAPHIC INTRRROGATION
David T. Lykken

University of Minnesota

A lLecture Presented at the 38th International Course in Criminology
The International Centre for Comparative Criminology
University of Montreal
18 August, 198%

Polygraph tests or "lie detectors” are widely used in the United
States and in Canada for screening job applicants for security or police
work and for examining suspects in criminal investigations. In spite of
a swelling tide of criticism of the lie detector, from the press and
from the scientific community, polygraphers and the agencies that employ
them remain firmly convinced of the accuracy and value of these
techniques. I want to examine first the reasons for this seemingly

unshakeable faith in lie detection on the part of its practitioners.

Next, I will outline what I believe to be the opinion of most
professional psychologists about the lie detector. Any polygraph test
is a psychological test in the sense that it seeks to determine
something about the subject’s psychological state: is he consciously
lying or does he believe he is telling the truth? The polygraph test
uses measures of more-or-less involuntary physiological reactions as the
evidentiary basis for making these psychological inferences. I will
outline the assumptions on which these techniques are based, assumptions

which most psychologists regard as implausiblg on their face.
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Ve will then survey the scientific evidence concerning the accuracy
of polygraph-based diagnoses of truthfulness or deception, evidence that
psychologists take considerably more seriously than they do the claims
or opinions of the practicing polygraphers.

Finally, I want to outline for you a radically different method of
polygraphic interrogation, a method designed not to diagnose truth or

deception but, rather, to determine whether the subject possesses guilty
knowledge.

WHAT THE POLYGRAPH MEASURES

To begin with, however, we should make sure that we all understand
what a polygraph is and what is does (and does not) measure. The
standard field polygraph is a relatively simple instrument, the size of
an attache case, containing four pens that draw wiggly lines on a moving
paper chart. Two pens are connected pneumatically to soft rubber tubes
placed around the subject’'s chest or stomach. These two pens record
thoracic and abdominal breathing movements. A third pen is connected to
a blood pressure cuff wrapped around the subject’'s upper arm. During
the test proper, the cuff pressure is increased sufficiently to
partially block the flow of blood to the lower arm. Then each heart
beat causes this "cardio" pen to jump upwards on the chart and the
entire tracing may move up or down with transitory changes in blood
pressure. Because the cuff pressure can get painful after several
minutes, the test must be interrupted every three or four minutes so
that the pressure can be released. Approximately ten questions can be

asked during these three or four minutes; the polygraphic tracings of
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the physiological responses to these ten or so questions is called a
"chart." The usual polygraph test will consist of from two to five
charts. Normally the same question list is used on each chart, perhaps

in a different order each time.

The fourth pen is connected electrically to a pair of metal plates
or electrodes attached to two fingers of the subject’'s hand. This pen
records electrodermal responses, brief changes in the electrical
conductivity of the skin that are related to sweat gland activity.
These responses appear as waves in the electrodermal record. Thus, the
field polygraph measures disruptions of normal breathing movements,
blood pressure changes, and the sweating of the palms. All three of
these variables can reflect stress, that is, emotional disturbance

associated with the questions or with any other sources of stimulation

occurring at the time.

The first point to emphasize is that the polygraph cannot detect
lying. The human animal is not constructed, like Pinnochio, to produce
some distinctive involuntary response, or pattern of responses, when and
only when lying. Any known physiological reaction I might display while
lying I am likely to also display while truthfully denying a false
accusation. All that anyone can determine from a polygraph chart is
that this subject was more disturbed by Question A than he was by
Question B; we cannot tell why he was disturbed. We cannot determine
whether the question made him feel guilty or frightened or angry or
merely surprised. We cannot even be sure that it was the question,

rather than some covert activity like biting the tongue, that caused the
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reaction (Lykken, 1981a.)

Since the polygraphic response to a particular question, by itself,
cannot distinguish truth from deception, the examiner must rely on the
comparison of responses to different types of questions. V¥e will look
at how that is done, and the assumptions involved in these comparisons,
in a moment. First, however, I want to consider the practicing

polygrapher’'s opinions about his techniques and why he holds them.
VHAT POLYGRAPHERS THINK ABOUT POLYGRAPHY AND VHY

There is no question that polygraphy can be useful in criminal
investigation for one reason alone -- the lie detector is &a powerful
inducer of confessions. Skilled interrogators know that, if a guilty
suspect can be led to give himself away -- by blushing or stammering or
blurting out something revealing -- so that he realizes that the
questioner now knows that he is guilty, then at that point many
perpetrators will break down and confess. Even innocent suspects have
been known to confess once they are certain that the authorities are
convinced of their guilt. The liar may know that he is responding --
“blushing” -- internally to the questions but as long as he thinks he

has concealed these internal reactions from his questioner, he continues

to feel safe.

The polygraph seems to provide a way around the suspect’'s defenses
by directly monitoring his internal reactions. "The polygraph shows that
you aren’'t being truthful, George. Why don‘t you tell me what really

happened?” Experience shows that from 10 to perhaps 30 percent of
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gullty suspects may be led to confess during the post-polygraph
interrogation. Since this form of "bloodless 3rd degree" can sometimes
elicit false confessions, it is important always to treat these
admissions with at least a grain of salt unless they provide new

information that allows the confession to be independently verified.

But I am acquainted with a number of highly experienced
polygraphers, people who have administered thousands of tests in the
course of their careers, and these people do not value the polygraph
merely as & useful interrogation tool. They firmly believe that, at
least in their hands, the polygraph test is extremely accurate as a
test. 1In recent years, most polygraphers have become cautious about the
claims they make in public; a typical estimate I have been hearing
recently is that the lie test is at least 90 percent accurate. I think,
however, that most professionals privately believe that their own
findings are 95% or 99% accurate -- nearly infallible -- and that the
test errors one reads about from time to time are due to the

incompetence of other polygraphers.

If a man has been giving polygraph tests to hundreds of people a
year for 20 years, and if bhe is honestly convinced that he has made no
more than a handful of mistakes, if any, over that time, should we not
accept his judgment? The answer is “No, we should not", and here's why.
(I am bappy to acknowledge that I am indebted to my former student, Dr.

¥W. G. Tacono, for this insight.)

* * * Table 1 about here * * *
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Suppose an examiner working for the Los Angeles Police Department
has assisted in 200 cases a year over the past 10 years. It often
happens that there may be more than one suspect in the same case and,
for the sake of this illustration, we shall assume that every case
involves exactly two suspects. VWhen the polygrapher tests the first
suspect in each case, we can suppose that he classifies half of them as
deceptive. He willl interrogate only those suspects who fall his lie

test, 1,000 of the 2,000 first suspects tested, and let us say that 200

of them confess during the interrogation. The examiner then proceeds to

test the other suspects but, since he has faith in the polygraph, he
only tests the second suspects in those 1,000 cases where the first
suspect to be tested passed the lie test, since these are the only cases
that he feels still have not been resolved. I shall assume that 500 of
this second group of suspects fail and that 100 of them confess during
the post-test interrogation. 1In the remaining 500 cases, the
polygrapher tells the detectives that both of their suspects are

innocent and they had better cast a wider net.

At the end of the 10 years, this examiner has tested 3,000 people
and has obtained 300 confessions. Every confession came as the result
of a failed test so, assuming that none of these were false confessions,
300 of his results have been verified as correct. The 100 confessions
obtained from suspects in cases where the first suspect passed the test
also verify those first tests -- since the second suspect was guilty,
the first suspect must have been innocent just as the test indicated.

Therefore, he has a total of 400 verified lie tests - and no errors.

Is there any way of checking on the accuracy of the remaining 2,600
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tests, of establishing "ground truth" for those cases? Some of those
suspects will go to trial but polygraphers are understandably reluctant
to accept trial outcomes as a oriterion of lie test accuracy. Moreover,
trial outcomes are usually so long delayed that the polygrapher never
learns about them. In their study of polygraph accuracy as used by the
Royal Canadian Mounted Police (RCMP), Iacono and Patrick (1987) were
able to verify a handful of charts from information in the precinct
files (e.g., the alleged victim found the money was mislaid rather than
stolen), but this information was not available in the files of the
polygraph section. As a general rule, just about the only feedback a
polygrapher gets about the accuracy of his techniques is the feedback

provided by confessions during the post-test interrogation. And this

Since he gets confessions only when he interrogates, and he
interrogates only when the suspect fails the test, confessions are
almost invariably assoclated with failed tests. If another suspect in
that same crime has been tested previously, he will have passed his test
since, if he did not pass, the suspect who confessed would not have been
tested and would not have confessed. Hence, all of the tests that are
verified by post-test confessions are virtually certain to have produced
correct results. And it is important to see that this would be true

even 1f the polygraph tests were in fact no more accurate than flipping

coins!

The chance accuracy for lie detection is 50% since the suspect is

either lying or not so that one can expect to be correct half the time
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Just by random numbers. 1If he were using a completely invalid or chance
accuracy lie test, our police examiner would fail half of the guilty
suspects and some of them will confess. Their confessions will verify
their tests and also any tests administered to prior suspects in the
same crimes. The feedback will be all positive, the confirmed tests
will be 100% correct, even though the true accuracy of this
polygrapher’'s determinations is no better than chance. Therefore, the
examiner himself, and also his supervisors or employers, can hardly be
blamed for believing that the polygraph is an extraordinarily accurate
and valuable forensic tool. Yet, as this example illustrates, we should
put very little credence in their opinions on this matter. The curious
nature of the polygraph business virtually guarantees only positive

feedback irrespective of the true accuracy of the method.
WHAT PSYCHOLOGISTS THINK ABOUT POLYGRAPHY AND WHY

Ve saw earlier that there is no "specific lie response”, no unique
physiological reaction that is diagnostic of deception, and we saw that
examiners therefore have to base their judgments on the comparison of
the subject’'s responses to one type of question with his responses to
some other question or questions. The earliest type of test, still used
by some of the older examiners, was called the Relevant-Irrelevant test
because it involved comparing the reaction to Relevant or "Did you do
it?" questions with the responses elicited by Irrelevant questions,
questions like "Is today Tuesday?" or "Do they call you ‘Bill‘?" The
theory of the R-I test was that any suspect who is plainly more
disturbed by the Relevant questions than by the Irrelevants is probably

answering the Relevant questlons deceptively. One does not have to have
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a doctorate in Psychology to realize that this is an implausible
assumption. One only has to imagine one'’'s self, innocent but accused of
some crime and taking a polygraph test at the request of the police, to

realize that it is perfectly normal for an innocent accused also to be

disturbed by the accusatory Relevant questions.

The only available study of the true accuracy of the R-I test was
published by its inventor, J. A. Larson, in 1938. Larson found, as
might be expected, that the R-I test produces a very high rate of false-
positive errors; as many as 50% of the innocent suspects in his study
were classified as deceptive. The fact that the R-I test with its
implausible assumptions and high degree of inaccuracy was the standard
technique of the polygraph industry for 50 years or more is additional
evidence that the practicing polygraph examiner is insulated from his
mistakes and, no matter how many errors he makes, tends to get

exclusively positive feedback.

The standard test format currently used was invented by late John
Reid in the 1940s and modified in various ways by others, notably Cleve
Backster. This format is called the Control Question Test or CQT and it
involves adding a third kind of question, called “"Control" questions,
along with the Relevant and Irrelevant gquestions of the R-I procedure.
Control questions ask about previous misdeeds of the subject: "Before
two years ago, did you ever tell a lie to get out of trouble?" In the
pre-test interview, the examiner tries to get the subject to think that
he had better deny these previous misdeeds, that he should answer the

Control questions "No." He also tries to convince the subject, however,
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that 1f the polygraph indicates that he is lying about the Control
questions this may make him fail the test. The theory of the CQT
assumes that an innocent person will be less concerned about the
Relevant questions, which he can answer truthfully, than he is about the
Control questions which, it is assumed, he is either answering
deceptively or else at least he is 1n doubt about. Therefore, the
subject is classified as Truthful only if he gives larger reactions, on

the average, to the Control questions than to the Relevant questionms.

These assumptions mean that the polygrapher has to be very clever
and very devious. He must be clever enough to be able to comstruct
three or more Control questions about misdeeds in this subject’'s past
life which the subject cannot truthfully deny. Yet he must be devious
enough to make the subject think he must deny them -- lie about them --
in order to pass the test. And he must be clever enough to make any
innocent subject think that he is in more jeopardy with respect to the

Control questions than he is with respect to the Relevant questions,

although the truth is just the opposite of this.

That is, the CQT involves at least two specific deceptions (Lykken,
1987.) First, the examiner must make the subject think that he might
fail the test if he admits the misdeeds referred to in the Control
questions; this is required in order to get him to deny them. Second,
he must make the suspect believe that he might fail the test if he does
~lie about these misdeeds and the polygraph reveals that he is disturbed
by the Control questions. The truth is that the only way the suspect

can pass the test is by being truly disturbed by the Control questions.
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I am a psychologist with more than 30 years’' experience and yet I
look at this list of requirements with dismay. I am not nearly clever
enough to sit down with a stranger and, in 20 minutes, invent three
questions about his past misdeeds which he ghould answer "Yes" but which
he will answer "No" on the polygraph test. Nor am I skillful enough to
make each suspect think, if he is innocent, that he has more to fear
from these questions about his past, which obviously cannot get him into
trouble now, than from the Relevant questions about the crime of which
he is presently suspected. Any psychologist will also be suspicious of
a test that requires that the examiner be able to deceive the subject,
as the CQT does, not only because this is asking a lot of the examiner'’'s
skill but also because any person who has learned about the test and

these deceptions will thereafter never be able to be validly tested
himself.

The R n Finding

Field Studies. Systematic study of polygraph accuracy in the real life
field situation requires some sort of criterion of ground truth. Then
we can take the charts of suspects whom we know were lying, together
with charts of veriflied-truthful suspects, and have them re-scored by
other polygraphers. When this re-scoring is done blindly, we know that
the results will not be contaminated by the polygrapher's knowledge of

the fact situation, by his subjective reactions to or impressions of the

subject, or by other non-polygraphic factors.

Two kinds of ground-truth criteria have been used. One approach is

to let a panel of judges examine the final evidentiary file on each
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suspect and decide his guilt or innocence. If the panel can discard all
cases where they feel the evidence is ambiguous or inadequate, then

their decisions on the remalning cases can be taken to be reasonably

accurate.

The one published fleld study that used blind scoring together with
the panel judgment criterion was that by Barland and Raskin (1976.) 1In
that study, the blind scorer (Raskin) classified 88% of the charts as
deceptive so we would expect him to have identified at least 88% of the
criterion guilty suspects just on a chance basis. In fact, he correctly
identified 98% of them but, at the same time, he misclassified more than
half (55%) of the criterion innocent.

Another approach is to use confessions as the criterion. As we
have seen, most such confessions will result from interrogations that
follow failed polygraph tests. Therefore, the verified-guilty charts
will all come from suspects whom the original polygraph examiner
believed to be deceptive. Moreover, all the verified-innocent charts
will be from suspects whom the original examiner believed to be
truthful. This means that, if the original examiner based his judgments
solely on the polygraph charts, then any subsequent scoring by other
polygraphers who use the same method of chart interpretation will tend
to be correct. That is, the charts selected for re-scoring will have
been chosen because they fit the assumptions of the polygraph method and
they will not necessarily be representative of polygraph charts
generally. The accuracy of the blind scorers on such confession-

verified charts will be & measure of the inter-scorer agreement or
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relisbility rather than a measure of polygraph accuracy or yalidity.

In three published studies, however, we can tell that the original
examiners did not rely solely on the charts. In Horvath (1977), for
example, the original examiners were correct in 100% of the cases, as we
expect for the reasons already discussed. The 10 polygraphers who later
scored the charts independently, agreed with each other 89% of the time,
a measure of their inter-scorer reliability, but they agreed with the
original examiners only 63% of the time. This indicates that the
original examiners must have been allowing extra-polygraphic factors to
influence their judgments. This difference between the inter-scorer
reliability and the agreement with the original examiner is the clue
which indicates that a confession-based study may yield a useful

estimate of polygraph accuracy. However, such studies are likely to

over-estimate the sensitivity of the lie test, that is, its level of

accuracy in detecting the verified-deceptive suspects.

The reason why studies using confession-verified charts tend to
over-estimate polygraph sensitivity has to do with the way in which

these confessions are normally obtained. As we have seen, confessions

are produced by the post-test interrogation. Examiners will interrogate
most vigorously and most successfully those subjects whose polygraph
charts show the strongest reactions to the Relevant questions; that is,

the suspects who "fail"” the test most emphatically will receive the most

searching interrogations. These are the cases the polygrapher feels

most confident about, the ones where he can display the actual charts to

the suspect:
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"Look how you reacted when I asked if you had taken the money.
The polygraph doesn’'t make mistakes, George. You know you're
guilty; that’s why you reacted this way. Now I know
you're guilty because the polygraph has proved it. V¥Why don't

you quit pretending and tell the truth? Then maybe we can

work out the best deal for you."

Thus, the confession-verified deceptive charts tend to be those charts
which best fit the polygrapher’'s model of what a deceptive chart looks

like, charts that most other polygraphers would also score as deceptive.

Confession-verified truthful charts, on the other hand, are more
likely to include marginal or ambiguous charts. That is, while a
polygrapher is more likely to conduct successful interrogations after
obtaining "obviously deceptive" charts, the prior tests that are
verified as truthful by those confessions will include some that other
examiners might have scored only weakly truthful or as inconclusive or
even as possibly deceptive. Therefore, as can be seen in Table 2, field
studies based on confession criteria appear to have reasonable validity
in detecting deception while their ability to identify the truthful

subject - their gpecificity -- is not much better than chance.

* ¥ x Tgble 2 about here * * *

Theoretical considerations argue that the CQT ought to be biased
against the truthful subject, that is, that sensitivity should be higher
than specificity. On the other hand, the bias inherent in the
confession criterion design, Jjust discussed, should tend to over -

estimate the true sensitivity of the test. Therefore, we can conclude



143

from the four studies summarized in Table 2 that, while an innocent
suspect has nearly a 50:50 chance of failing the CQT, the probability
that a guilty suspect will be identified as deceptive is probably
something less than .88. 1If the guilty suspects in these studies had
known how to beat the CQT, how and when to artificially augment their
reactions to certain questions so as to be scored as "truthful", then
we can be sure that the CQT's sensitivity -- its ability to detect
deception -- would have proved out much lower than .88. I will return

to this question of beating the polygraph shortly.

Analog or Laboratory Studies. Another approach to validity estimation
is to have volunteer subjects participate (or not) in a mock crime. One
then attempts to identify the "guilty" by administering polygraph tests.
The advantage of this analog design is that it avoids the criterion
problem; one knows for certain which subjects were deceptive and which
were truthful during the questioning. On the other hand, it is
difficult to simulate in the laboratory the emotional concerns
experienced by actual criminal suspects in the field situation and,
since these emotional reactions drive the polygraph responses, it has
been widely believed that laboratory studies are an inadequate test of
polygraph validity. Volunteers are assigned to the "guilty" or
“innocent"” conditions arbitrarily, "guilty" subjects are instructed to

commit the mock crime, instructed to lie during the polygraph test, no

consequences significant to the subject result from the outcome of the

test, and so on.

A particular weakness of the conventional mock crime design is

that, whlile the Relevant questions have little emotional significance to
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the subject, whether "gullty" or "innocent", the Control questions still
refer to actual misdeeds that the subject might have committed in the
past. It seems reasonable to suppose that volunteer subjects feel
genuine concern and embarrassment about réferenoes to previous
dishonesty, Just as they would feel as criminal suspects undergoing
polygraph testing in real 1life. This means that, in the mock crime
studies, the "innocent" volunteers will tend to be more disturbed by the
Control questions than by the Relevant questions. Therefore, it is not
surprising that most conventional mock crime studies have reported

remarkably low rates of false-positive errors.

In recent years, however, two simple modifications of the mock
crime design have yielded very promising results. One modification,
used by Iacono & Patrick (1987), involved creating a situation in which
both guilty and innocent subjects believed they had reason to fear the
consequences of failing the polygraph test. That study was conducted in
a maximum security prison and the subjects were all inmate volunteers
who were to be paid $20 each for their participation. It was agreed in
advance that these payments would be forfeit if more than 10 of the
total group of 48 inmates were to fail their polygraph tests. The names
of those who failed the test were to be posted for all to see and it was
expected that subjects would be concerned about the possibility that
they might be blamed by their fellow inmates, if they should fail the
test, for contributing to the loss of the anticipated $20. Two highly
experienced examiners each tested half of the inmates and each examiner
also blindly scored the charts of the other. Inter-scorer reliability

was very high but only 63% of the charts were correctly classified. The
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average sensitivity was 87% (i.e., 13% false-negative errors) while the {
specificity was 56% (44% false-positive errors.) These results are | i
\

essentially identical to the averages for the field studies listed in §
Table 2.

Foreman and McCauley (1986) allowed their volunteer subjects to
decide for themselves whether to participate in the mock crime, and thus
have to lie during the polygraph test, or to accept a smaller reward by
participating as one of the "innocent" subjects, who were able to be
truthful during the test. The polygrapher did not know whether the
person he had tested had elected to be "guilty" and was lying or had
rejected the temptation of the larger payment promised to mock crime
participants if they succeeded in passing the lie test. This simple
modification seems to greatly increase the "ecological validity" of the
mock crime design. Instead of being assigned to a given experimental
condition, instructed to lie or not lie, the subject feels that he has
made his own choice for which he must then be responsible. One might
think that this might make the "guilty" subjects more easily detectable
but the effect of this modification seems to be to increase false-
positive errors as compared to the usual mock-crime design where such
errors are rare. Foreman and McCauley obtained a sensitivity of 86% and

a specificlty of 52%; again these results are very similar to the
aggregated field study findings.

It 1s to be hoped that additional studies will appear using these
newv designs in combination, studies in which subjects can elect to be
either "guilty" or "innocent" and where significant adverse consequences

are expected to result from failing the polygraph test. In the
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meanwhile, 1t is encouraging to note that well designed studies of
polygraph validity, whether field studies where the criterion of ground
truth is the principal problem or analog studies where ecological
validity is the problem, all tend to converge on the same range of
outcome. As we see in Table 2, the lie test findings tend to be wrong
about one-third of the time over all and innocent suspects have nearly a

50:50 chance of being erroneously classified as deceptive.

Beating the Lie Detector. You will "pass" a control question polygraph
test if your physiological reactions to the Control questions are, on
the average, larger than your reactions to the Relevant questions. It
is easy to artificially augment one's response to any question merely by
self-stimulation. By biting one’'s tongue or constricting the anal
sphincter while each Control question is being asked, the amount of
apparent disturbance registered on the polygraph can be substantially
increased. Another effective method is to secrete a small nail or tack
in one’'s shoe and then press on it at the desired times. Polygraphers
think they can detect counter-measures because every now and then they
do detect what appears to be an unsophisticated attempt to disrupt the
recordings by coughing or moving in the chair or by temnsing the biceps
under the blood pressure cuff. Obviously, these examiners have remained
unaware of more sophisticated attempts that were successful. It has now
been demonstrated in at least two different studies (Hontes, Hodes, &
Raskin, 1985; Lykken, 198la) that, with brief training, guilty subjects
can successfully produce charts scored as "truthful" without the

examiners being able to identify who was employing counter-measures and

who was not.
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There seems to be little likelihood that many or any of the
subjects in the vallidity studies already reviewed knew how to "beat the
lie detector." During the last few years, however, explanations of this
simple and effective technique have appeared in many places -- it has
been demonstrated on national television, for example -- and it would be
surprising if many of the more planful and professional of criminals
have not learned the secret. If we were to do a field study of CQT
validity in criminal interrogation now, I would predict that the
professional criminals, the spies trained by the KGB, the wealthy white-
collar criminals who employ expensive criminal lawyers, would turn up as
false-negative test errors. In the near future, perhaps, the only
persons who continue to fail the lie detector will be the uneducated

petty criminals, the first offenders, -- and of course the innocent.
THE FORENSIC UTILITY OF THE LIE DETECTOR

Even if the polygraphic lie detector is based on implausible
assumptions, even if it wrong about one-third of the time, even if it is
easy for a sophisticated villain to beat it, does it not still earn its
keep forensically by virtue of the fact that a considerable number of
unsophisticated perpetrators can be led to confess in the course of a
polygraph test? This 1is a question of weighing costs and benefits and
it would be presumptuous of me to be dogmatic about it. If I were
working in criminal investigation myself, I can readily imagine
situations in which I might resort to the polygraph for just this
purpose of quickly and efficiently resolving a case by eliciting a

confession. I could trust myself to do this because I would know enough
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not to take the test outcome seriously as a piece of evidence. 1If there
were two or three possible suspects, I would be sure to test all of them
and, moreover, to interrogate all of them afterward, whether they had
appeared to "fail" the test or not. If I got a confession, I would not
put much credence in it unless and until I could independently
corroborate it. Almost any genuine confession will carry with it some
circumstantial detail which can be either checked for accuracy or

which
at least can be evaluated for credibility.

In other words, I think I could make use of the polygraph as a kind
of "bloodless third degree" while at the same time minimizing the risks
and costs because I am very clearly aware of how nearly worthless the
polygraphic lie test is as a test and I have a strong appreciation of
how disoriented and hopeless an innocent suspect can be when he is told
that the polygraph indicates he is a liar and that he might as well give
up his denials now since now no one will ever believe them. Therefore,
I would not take the test results seriously as evidence and I would not
take confessions seriously unless they contained the new information
that genuine confessions do contain. But there are not many other
people whom I would trust to be able to remain adequately skeptical of
this technique because I know how strong the myth of the lie detector
is, at least in North America, and I have seen toc many instances in
which honest and well meaning investigators or polygraphers have let the

polygraph lead them to false and damaging conclusions.

An example of such a travesty is in the news as I write this. A
United States Marine, Sgt. Clayton Lonetree, while serving guard duty at

the American Embassy in Moscow, became involved with a Russian woman who
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introduced him to a Soviet intelligence officer. Thinking he had made a
contact that might be useful to American intelligence, Lonetree informed
his superiors about what was happening. Naval Investigative Service
(NIS) investigators, whose faith in the polygraph is apparently
absolute, began a marathon interrogation consisting of repeated
polygraph sessions alternating with intensive questioning based on his
polygraph reactions. Other Marine Guards were similarly interrogated.
Frightened and confused, aware that the investigators suspected them of
serious crimes like esplonage, these young men sought to explain the
polygraph results by admitting to fraternizing with Soviet women, minor
dealings on the black market, the kinds of misconduct that were
apparently endemic among the Embassy support staff at the time as a

consequence of a general lack of discipline from the top.

These "damaging admissions” merely whetted the appetites of the
investigators who began suggesting more serious possibilities. Sure
enough, when those possibilities were presented as Relevant questions on
the next polygraph session, the rattled Marines reacted to them, thus
"confirming" the suspicions and leading to still more dramatic
hypotheses. One of Lonetree’'s fellow guards, Cpl. Bracey, was
especially susceptible and soon his interrogators had created a hair-

raising tale of nocturnal rambles throughout the inner sanctums of the

Embassy with Russian Mata Haris.

For the investigators, these extended polygraph-assisted
interrogations are an exciting adventure, a kind of treasure hunt, but

to the confused and frightened subject they have a nightmare quality.
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To account for "failing the polygraph", one naturally thinks of whatever
one has a bad conscience about and this is encouraged by the examiners.
“Think of it as a kind of mental cleansing", they suggest. Any damaging
admissions that are made in this way are treated as just the tip of an
iceberg, a foot in the door. The investigators are so certain, so
convinced of what they claim the polygraph has shown to be true about
your crimes, and they seem less concerned about what you did than about
your continued denials. It appears that the only thing that will
satisfy them, the only way that you can bring this nightmare to an end,
is to finally tell them what they want to hear. To escape from such an

interrogation, Cpl. Bracey signed -- without reading -- a long

confession whose only reality was in the excited imaginations of his

interrogators.

¥hat was wrong at the Moscow Embassy was a general laxness of
security and poor supervision by the officer in charge of the Marine
Guards who spent most of his time in another country. This led directly
to Sgt. Lonetree’'s contact with the KGB, an improper but essentially
harmless contact which he naively cultivated thinking to earn credit.
with his superiors. The NIS investigators with their polygraphs
transmogrified this into the greatest scandal in Marine Corps history,
an imaginary breach of security that commanded cover stories in Time and
Newsweek, statements by the Corps Commandant, the Secretary of Defense,
the President himself, Congressional delegations to Moscow where they
were shown the very rooms and corridors through which the Marines
supposedly conducted KGB agents in nocturnal forays. It was reported in

the press that the Russians were laughing about all this flap; who can
blame them?
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Gresham's Law says that bad money drives out the good. I think a
similar Law takes effect when the lie detector is relied on in security
applications or in criminal investigation. The bad money of the
polygraph tends to take the place of careful, disciplined security
procedures and of thorough, professional investigation. Detective work
is slow, painstaking, often boring, necessarily expensive in time and
resources. The polygraph is cheap and quick. As long as the
investigators themselves believe in it, it is inevitable that the
polygraphic lie test will be substituted for traditional methods. But
we have seen why it is that the polygraphers believe in the lie test --
it is because they sometimes learn of thelr successes but are almost
wholly shielded from learning about their mistakes. They do make

mistakes, however, a great many mistakes, and others learn about them and

we all pay for them.
THE GUILTY KNOWLEDGE TEST

There is another approach to polygraphic interrogation that is
based upon reasonable, plausible assumptions an& has considerable
promise for use in criminal investigation. This technique does not
attempt to determine whether the subject is lying but, rather, whether
this suspect possesses guilty knowledge, whether he recognizes details
of a crime that he should not be able to identify unless he had been a
participant. It will be easiest to illustrate the technique first in

action and then make some observations about it.

One of the most widely celebrated failures of conventional lie
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detection was the Floyd Fay case (Cimerman, 1981) in which Fay was
routed out of bed in the early hours of a March morning and charged with
the murder of his friemnd, Fred Ery, during an armed robbery earlier that
evening. Ery, night clerk in a convenience store, had been held up by a
man wearing a full ski-mask and carrying a sawed-off shotgun. A witness
sav the robber shoot Ery once and then escape to a waiting car. Five

hours later, sedated and at the point of death, Ery said the "Buzz did

it", referring apparently to his friend Floyd "Buzz" Fay, a tall

muscular man like Ery’'s assailant.

After protracted investigation which failed to turn up useful
evidence against Fay (who had no prior record), the prosecution offered
to drop the charge of aggravated murder -- then punishable by death in
Ohio -- if Fay could pass a CQT administered by a polygrapher at the
Ohio Bureau of Criminal Investigation. The offer required, however,
that Fay stipulate in advance that the lie test results could be used
against him at trial in the event that he failed the test. Having been
in jail for 8 weeks by this time, and after being told by his then-
counsel that polygraph tests were very accurate, Fay agreed to this
stipulation. He falled that first test and then also a second test
adnministered at a Michigan polygraph firm of high repute. After hearing
the results of these polygraph tests, an Ohio jury found Fay guilty as
charged. Ohio’s death penalty having been recently declared

unconstitutional, Fay was sentenced to life in prison.

Two years later the real killers were apprehended: the shooter, a
lookout and a driver. The driver made a full confession, wholly

exonerating Fay who was promptly released (Cimerman, 1981.)
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Vhen Fay was first arrested that March morning, a Guilty Knowledge
Test could easily have demonstrated his innocence. Telling him only
that he was being held on suspicion of homicide, the investigator would

make the polygraph attachments and then proceed as follows:

1. "What was the first name of the victim, Fay? I'm going to mention

some men's first names; Just repeat each name after me. Was it: Bob?

Andy? Fred? Walt? Bill? Pete?”

2. "Now, where did this killing take place? Was it: At the victim’'s

home? In a car? On the street? In a store? In a bar? In an alley?"

3. "VWhat sort of weapon was used in this killing? Was it: Your bare

hands? A knife? An automatic pistol? A revolver? A tire iron? A

shotgun?"”

4. "The killing was in Fred Ery’'s store, Fay. Who else was in the store
at the time? Was it: A confederate of yours? Fred's brother? A lone

woman? Two teenage boys? A black man? A man and woman?"

5. "What were you wearing on your head in that store, Fay? Was it: A

baseball cap? A Halloween mask? A ski mask? A stocking mask? A

scarf? A motorcycle helmet?*

6. "What color was the ski mask you were wearing? VWas it: Black? Red?

etc."”

7. “"What were your first words when you entered the store? . ete."
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8. "What color was the jacket you were wearing?"” ... etec."

9. "What did Fred say to you? ... etc."

Fay would be likely to react physiologically to each of the
alternatives for each of these questions. If there were, say, five
alternatives for each question, and if each of them sounded about
equally plausible to an innocent person who knew nothing about the
robbery, then there would be about 1 chance in 5 that Fay would react
most strongly to the correct alternative of any one question. If Fay
had actually been the masked killer earlier that evening, then it is
very likely indeed that his strongest reaction on the first question
woﬁld have been to the first name of the friend whom he had shot down.
He would certainly recognize that the crime had occurred in “a store"
and it is likely he would remember the lone woman customer who had been
standing just a few feet away, the person who provided the police with
most of the information. Had he been guilty, 1t is probable that Fay’'s
strongest reaction would have been to the correct alternative on 6 or
more of the 9 questions. Since he was innocent, however, there would be
less than 1 chance in 10,000 that he would have given his strongest
response to the correct alternative on as many as 6 questions, about

1 chance in 2 million that he would "hit" on all 9 questionms.

There have not been any studies of GKT accuracy in the field
situation for the simple reason that the GKT is almost never used in
actual practice. There 1s a Gresham's Law that applies here, too. The

polygraph lie test is so much easier to use. The polygrapher need not
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know anything much about the crime, he does not have to investigate or
plan or even leave his office. Moreover, as we have seen, polygraphers
really have faith in the lie test and are therefore not motivated to

experiment with a technique that is new and different and more

demanding.

But there have been numerous analog or mock crime studies and I
believe that we can put some credence in their results because, unlike
the CQT lie test, the GKT does not depend on assumptions about how the
guilty or innocent suspects will feel about the test situation. What it
does assume is the following: (1) Guilty suspects will recognize the
correct alternative in most (say, 80%) of the questions; (2) Innocent
suspects will not recognize which of the alternatives is correct; and
(3) A guilty suspect is likely to give his strongest physiological
response to the alternative that he recognizes as the correct one. The
so-called "Control"” questions in the CQT lie test are not genuine
controls in the scientific sense of that term. In the GKT, however, the
incorrect alternatives are genuine controls in the sense that they
rermit us to estimate how strongly this suspect ought to respond to the
correct alternative if he is without guilty knowledge and therefore does

not recognize that alternative as different from the others.
¥ * * Table 3 about here * * *

Table 3 summarizes the findings from 8 published studies of the
accuracy of the GKT in mock crime situations. Most of these studies
employed only 6 questions with only 4 scored alternatives for each

question. The assumptions of the GKT would lead us to expect that about



156

89% of the guilty suspects should be correctly identified with a short
test like this; as shown in the table, the actual sensitivity was 88.2%.
Where we would expect 96.2% of the innocent suspects to be cleared, the
specificity actually found was 86.7%. With a few more items or more

than 4 alternatives per item, these numbers could have been further

improved.

I 4o not want to seem to over-sell the Guilty Knowledge technique.
One obvious limitation is that there are some crime situations where it
is simply impossible to generate the necessary items. Careless early
questioning of suspects can communicate guilty knowledge to an innocent
suspect and create difficulties. With this technique, the person
responsible for constructing the test items has to be the investigator
at the scene. 1In fact, the best arrangement would be for the
investigator to construct the test while the polygrapher administers the
test while he does not yet know the correct alternatives himself. This
arrangement will help guard against his communicating clues about which
alternative is correct as he reads them to the suspect. A still better
technique would be to ask someone ignorant of the correct answers to
tape-record the questions. In an important case it would be good
practice to administer the test first to several known-innocent subjects
in order to be sure that the alternatives had been chosen so as to seenm

equally plausible to someone without guilty knowledge.

A sophisticated suspect could, in principle, defeat the GKT by self
stimulation much as can be done with the polygraph lie test but it would

require much more presence of mind and self control. Since he cannot
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hope to be able to suppress his reaction to the correct alternatives,
his best bet would be to bite his tongue after one of the incorrect
alternatives in each set. If he is optimally successful, then the
examiner will find that this subject has given his second largest
response consistently to the correct alternatives. At the very least,
this should cause that examiner to want to repeat the test the next day.
If, again, this suspect consistently gives his second-strongest response

to the corre¢t alternatives, his guilty knowledge would be convincingly

revealed.

Apnother Example. As this is being written, a trial is underway in
Israel of the man accused of being the notorious "Ivan the Terrible",
sadistic guard in the concentration camp at Treblinka during World War
II. The defendant maintains he is the victim of mistaken identity, that
he never worked at any camp and was never in Treblinka. Some, but not
all, of the surviviang victims are sure they recognize him. This is an
example of a case that could be settled quite conclusively by careful

application of the Guilty Knowledge procedure.

By questionning of the survivors, one could determine the physical
layout of the camp, the routes and locations that would be known to the
real Ivan, the names and descriptions and salient facts about other
guards whom he would have known, descriptions of standard routines or of
unusual events that he would know about, and so0 on. Using this
information, ome could generate several Guilty Knowledge tests. Each
test would be administered to two or three persons who had not been in
that camp and who had no close friend or relative who had been at

Treblinka; this would test the items to make sure that someone without
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guilty knowledge would not recognize the correct alternatives or respond
to them selectively. Each test would also be administered to several
survivors of the camp; this would insure that someone with relevant

knowledge could be expected to respond to the correct alternatives.

Finally, over a period of days, the several tests would be
administered to Dimdanjuk, the defendant. 1If his pattern of respomnse
was like that of the known-innocent control subjects, he would be
exonerated. Most reasonable people, hearing the basis for this
decision, would accept it. If he systematically responded like those
survivors who recognized the correct alternatives, then his claim of
never having been to the camp would be invalidated. Moreover, these
results could be explained in detail to the members of the jury. They
would not have to accept the professional opinion of some polygraph

examiner but could evaluate the GKT evidence for themselves and decide

what it implied.

CONCLUSIONS

There is no doubt that a true lie detector would make life much
easier for those with the responsibility for fighting crime or
protecting national security. Indeed, if the current polygraphic lie
detection methods were actually as accurate as their proponents, in
their hearts, believe them to be -- 95% or 99% accurate -- then we could
dispense with all the cost and aggravation of extended jury trials
because a two-hour polygraph test would decide matters more accurately

and thus more Jjustly than any jury could.
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But the present polygraphic lie detector is fundamentally unsound
and inaccurate; it stigmatizes innocent people and can be beaten by
sophisticated villains. There is no prospect for the development of a
genuine lie detector in the foreseeable future. The Guilty Enowledge
technigue, while not nearly so easy or so generally applicable as lie
detection, has an obvious but as yet unexploited potential. When the
GKT comes tOo be more widely employed in the field, I have no doubt that
ways will be found to misuse or abuse it. But the abuses of the

polygraphic lie test are so wide spread and so serious that I believe we

ought to risk making the change.
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Table 1. Flow chart illustrating the experience of & police polygrapher
who assists in 2,000 criminal investigations where there are two
possible suspects in each case. Note that, although 100% of the 400
verified tests were correct, the examiner’'s over-all accuracy could have

been anywhere from 50% (chance) to 100%.

I. THE FIRST SUSPECT IN EACH CASE IS POLYGRAPHED.
2000 SUSPECTS ARE TESTED, HALF OF THEM CLASSIFIED AS “DECEPTIVE."
1,000 "DECEPTIVE" SUSPECTS ARE INTERROGATED;
200 OF THEM CONFESS THEIR GUILT;
200 "FAILED" TESTS ARE VERIFIED AS ACCURATE.

1,000 “TRUTHFUL" SUSPECTS ARE CLEARED HENCE NOT INTERROGATED.

II. EXAMINER TESTS SECOND SUSPECT IN THESE 1,000 CASES ONLY.
1,000 SUSPECTS ARE TESTED, 500 CLASSIFIED AS "DECEPTIVE."
500 "DECEPTIVE" SUSPECTS ARE INTERROGATED;
100 OF THESE CONFESS THEIR GUILT;
100 "FAILED" TESTS ARE VERIFIED AS ACCURATE.
100 CLEARED SUSPECTS SHOWN TO HAVE BEEN TRUTHFUL;
THESE 100 “PASSED" TESTS ARE VERIFIED AS ACCURATE.
500 "TRUTHFUL" SUSPECTS ARE CLEARED AND NOT INTERROGATED.

III. SUMMARY OUTCOME
3,000 POLYGRAPH TESTS ARE ADMINISTERED, 400 VERIFIED AS ACCURATE.
THERE ARE NO VERIFIED ERRORS. APPARENT ACCURACY IS 100%.

THIS OUTCOME WOULD BE UNCHANGED IF THE TRUE ACCURACY WERE ONLY 50%.
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Table 2. The four scientifically credible studies of polygraph accuracy

in real-life or field circumstances. The data were aggregated by simply

averaging the percentages shown.

STUDY : BARLAND HORVATH  KLEINMUNTZ IACONO
& RASKIN & SZUCKO & PATRICK
(1976) (1977) (1984) (1987) | TOTALS

SENSITIVITY (GUILTY

I
!
[
CALLED DECEPTIVE): 298% 79% 76% 298% | 88%
{
|
SPECIFICITY (INNOCENT !
i
CALLED TRUTHFUL): 45% 50% 64% 55% 1| 53%
|

!

OVERALL VALIDITY I
|

!

(MEAN OF ABOVE): 72% 65% 70% 7% 71%
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Table 3. Aggregated results of 8 analog studies of the accuracy of the
Guilty Knowledge Test (GKT).

STATUS GKT DIAGNOSIS TOTALS

OF  mmmmmmmmmmmmmmmeeeoes e
SUBJECT : INNOCENT GUILTY N ACCURACY*
GUILTY 19 142 161 88.2%
INNOCENT 147 5 152 96. 7%

* For comparison with Table 2, the sensitivity (proportion of guilty
suspects identified) of the GKT averaged 88.2% in these studies while

the specificity (proportion of innocent suspects correctly identified)
averaged 96.7%.



166
ldentifying Drug Abusing Criminals

By
Eric D. Wish Ph.D.

Visiting Fellow, National Institute of Justice
(8/15/87)

Intr io

This paper describes issues relevant to the identification of drug abusers within the criminal justice
system. In the first section, we discuss some of the reasons why the identification of drug abusing
offenders may be an important role for the criminal justice system. This is followed by a review and
comparison of available methods for screening large numbers of offenders for recent drug use. We

conclude with a breif discussion of some policy implications of our review for identification and treatment of
drug abusers within the criminal justice system.

Why identify the dri in nder?

To identify active criminals. During the past decade, substantial information collected from diverse
offender populations has converged to show that hard drug abusing offenders are especially likely to
commit both drug and nondrug crimes at high rates (Wish and Johnson 1986¢). Heroin addicts in Baltimore
reported committing six times as many crimes during periods when they used narcotics frequently as in
periods of lesser use (Ball et al. 1981; also, McGlothlin 1979). Violent predators, the most criminally active
class of incarcerated persons, were distinguishable by their histories of juvenile drug abuse and adult high
cost heroin habits (Chaiken and Chaiken 1982). Drug abuse in an offender has been a prominent item in
many of the more useful criminologic scales designed to predict recidivism (Blumstein et al.1986). Recent
studies of arrestees in Washington D.C. and New York City have found that persons wha test positive by
urinalysis at arrest for one or more hard drugs (usually cocaine, heroin or PCP) had a greater number of
rearrests than arrestees with a negative test result (Toborg et al. 1986; Wish et al. 1986b). And perhaps
most important, treatment-induced reductions in narcotics use have been found to be associated with
concomitant reductions in individual crime rates (McGlothlin et al. 1977). While early research focused
primarily upon the link between heroin use and crime, a number of recent studies have documented a
growing role of cocaine in street crime ( Collins et al. 1985; Hunt et al. 1984; Johnson et al. 1985).

There are a number of reasons why drug abuse and crime are associated. In some instances, persons are
s0 dependent upon a drug that they are driven to commit income generating crimes like theft, robbery,
drug selling and prostitution. For other persons , the drug abuse appears to be merely one of many
deviant behaviors they engage in, while for others, the crime may be the result of a violent, bizarre

reaction to a drug. In planning effective responses for each person, it may be necessary to understand
which of the above motives apply.

Because drug abusing offenders account for a disproportionate share of all crime, a policy that focuses
upon identifying drug abusing offenders and applying appropriate interventions has promise for
producing a substantial impact on community crime and the overburdened criminal justice system.
Certainly one would prefer to apply limited criminal justice resources to the most active offenders. There is
growing evidence that criminal justice referral of offenders to drug abuse treatment programs, often
accompanied by urine monitoring, can result in persons remaining longer in treatment and in a reduction
in both drug use and crime (Anglin et al. 1984; Collins et al. 1983; Stitzer 1986). There is also the
possibility that one might reduce jail and prison overcrowding by referring drug abusing detainees to
treatment and/or urine monitoring programs. In addition, because younger offenders are less likely to
inject hard drugs and to use heroin, identification of the youthful offender who is abusing such drugs as
marijuana, PCP or cocaine has promise for enabling society to intervene in and prevent the progression
to more extensive drug use (Dembo et al. 1987; Wish et al. 1986b).



167

To identify persons in need of drug abuse treatment and health care. Abusers of hard drugs, and
especially persons who inject drugs, are at high risk for health problems (Goldstein and Hunt 1984 ).
intravenous drug users are especially at high risk for contracting AIDS by sharing dirty needles that
contain blood from infected fellow addicts (Marmor et al. 1984). Prostitutes are also likely to have serious
drug abuse and associated health problems. The probability of a urine positive for drugs was higher for
female arrestees in New York City than for male arrestees (Wish et al. 1986b) . More than 69% of the
prostitutes among the female arrestees studied in New York City in 1984 were positive for cocaine. These
females frequently reported instances of childhood sexual abuse and protracted histories of emotional
and health problems. Because prostitutes usually receive fines or very short sentences (often as
time-served) they are usually back on the streets of New York within hours of arrest, with no effort made to
identify and treat their drug abuse or health problems. Given that more than one half of the arrestees in
Washington, DC and in New York City have been found to test positive for one or more drugs, it would
seem that the criminal justice system offers an unusual opportunity to society for identifying persons in
need of immediate health care.

To monitor community drug use trends. As illicit drugs become available in a community, the more deviant
persons can be expected to be among those who first use them. In time, use spreads to the larger
society. One might therefore predict that changes in the level of illicit drug use in an offender population
would be a leading indicator of community drug use. A comparison of urine test results for arrestees in
Washington D.C. with the traditional indicators of community drug use showed this to be the case (Wish
1982; Forst and Wish 1983). The rise in heroin use in Washington, DC between 1977 and 1980 showed
up in the statistics from the arrestee urine testing program, one to 1.5 years before it appeared in local
statistics on averdose deaths, hospital emergency room admissions and drug abuse treatment program
admissions. The results fromthe arrestee urine test ing program in Washington and our research in New
York (Wish et al. 1986f) have also documented the rising use of cocaine in these cities 80's.

By operating a program of drug testing of arrestees on a regular basis, communities may derive a
secondary bonus of being able to detect drug epidemics earlier, and being able to plan community
responses. The potential benefit of urine testing of offenders for tracking drug crime trends has prompted
the National Institute of Justice to establish a national Drug Use Forecasting (DUF) system based on urine
samples obtained periodically from arrestees in large cities (Science 1986, NiJ Reports 1987). The impact
of law enforcement and other interventions designed to reduce drug use and production can also be
measured by an ongoing drug testing program. A study of the feasibility of establishing urine screening in
jail facilities conducted in the 1970's serendipitously uncovered the availability of propoxyphene in the
area. These results alerted law enforcement agencies 10 the problem so that action to locate the
suppliers could be taken (NIDA 1979).

H identify the drug abusing affender?

For a civil commitment program to operate within the criminal justice system , there must be a feasible
means available for screening large numbers of persons for recent drug use. The methods utilized must
be low in cost, accurate, and capable of being implemented with minimum disruption to the already
overburdened criminal justice systems in most large cities. We focus on four methods; offenders'
self-reports, criminal justice records, urinalysis tests and radioimmunoassay of hair (RIAH). We have
excluded blood tests from consideration because of the general difficulty presented by drawing blood
from large numbers of detainees as well as fears of transmission of AIDS. We also have excluded
breathalyzer tests because alcohol is a licit drug, is not in itself an indicator of high rate criminal activity (Wish
1986e). We also excluded physical and behavioral signs of drug use and intoxication, primarily because
they are already widely employed to identify the sick drug abusing offender who is experiencing
withdrawal symptoms or strong drug reactions, but are of less utility for identifying other users. We do
discuss hair analysis even though it is at an experimental stage and still very expensive, because it has

some interesting potential advantages over the other techniques. A more detailed description of these
techniques can be found in Wish(1986f).
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' self-

There is a long tradition in social science research of being able to obtain valid self-reports about deviant
behaviors, including illicit drug use. Some of the best estimates of drug use have come from studies
involving personal interviews or self-administered questionnaires (Robins 1974; Elliott and Huizinga
1984; O'Donnell et al. 1976, McGlothlin et al. 1977; Johnston et al. 1977). Much of what we know about
the relationship of drug abuse to crime has also come from studies that have relied upon offender's
self-reports.  The validity of the information obtained in these studies has usually been tested and
affirmed by comparing the respondent’s self-reports with information in official records or the results of a
urinalysis of a specimen obtained at the conclusion of the interview (Wish and Johnson 1986c; Harrell
1985). Even when we have interviewed active criminals in our secure, confidential research storefront in
East Harlem, we have found considerable agreement between self-reported drug use and the urine tests
(Wish et al. 1983ab). Among the most important reasons why the respondents in these studies appear
willing to disclose sensitive information about themselves are that the data are collected voluntarily, for

research purposes only, in a safe environment, and that the anonymity and confidentiality of the
information is assured.

These are conditions that do not exist when attempting to identify drug using offenders detained in the
threatening criminal justice system. The evidence is convincing that detainees will severely underreport
their recent drug use, even in a voluntary, confidential research interview. Table 1 compares the
estimates of drug use obtained in an arrestee population from self-reports in a research interview with their
urine specimens analyzed by EMIT tests. It is clear that twice as many arrestees were found positive for any
drug by urinalysis than admitted to recent use in a confidential voluntary research interview in Manhattan

TABLE 1

EVEN IN A CONFIDENTIAL RESEARCH INTERVIEW,
ARRESTEES UNDERREPORTED THE RECENT

USE OF DRUGS
REPORTED USING DRUG POSITIVE BY EMIT
24-48 HRS. BEFORE ARREST AT ARREST
(n=4847) (n=4847)
% %
Cocaine 20% 42%
Opiates 14% 21%
Methadone 6% 8%
PCP 3% 12%
Any of the above: 28% 56%
2+ of above: 11% 23%

Central Booking. The arrestees who refused to participate in the confidential research interview had a
high likelihood of rearrest similar to that found for arrestees who provided a urine that was positive for
multiple drugs. When the pretrial release interview information was compared with their urinalysis test
results, arrestees in Washington, DC. were also been found to underreport their recent use of drugs by
about one-half (Toborg et al. 1986). Similar findings were obtained from a recent study of probationers
assigned to the intensive supervision probation program in New York City (Wish et al. 1986d). In that
study, only 24% of the probationers admitted to recent use of a drug in a research interview held in a
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private area in the probation department office, while 68% tested positive by urinalysis (Table 2).
Moreover, probation officers, who indicated that they relied most on the probationer for information about
his current drug use also underestimated (23%) the prevalence of current drug use in their cases.

TABLE 2

ESTIMATES OF RECENT DRUG USE IN PROBATIONERS,
FROM SELF-REPORTS, URINE TESTS, AND
PROBATION OFFICER RATINGS
(N = 66 Interviewed probationers with urine test and officer's rating)

Percent of

Probationer Probationers

Reported Using Rated By PO

In 24-48 Hours As Using Drug Urine Test

Before Interview In Past Month At Interview
Dryg
Matijuana 24% 21% 42%
Cocaine 3% 9% 52%
Heroin 3% 3% 2%
PCP 0 0 2%
Methadone 2% 3% 0
Any of above 24% 23% 68%

if one cannot obtain valid self-reports of recent drug use in a voluntary confidential
research interview held within the criminal justice system, it is obvious that one could

not do so when the information is to be used by someone to commit the person to
treatment or urine monitoring.

In spite of these limitations, there are important uses for self-reports for identifying drug abusers
detained by the criminal justice system. Although self-reports would detect only 3 small portion of drug
users, the persons who do admit to drug use are a bona fide group for further action. A study of juvenile
detainees (Dembo et al. 1986) found that youths who tested negative for marijuana but admitted to recent
marijuana use had detention records that were more similar to persons who tested positive than to youths
who were negative by test and self-report. The authors conclude that it would be beneficial to select out
for further assessment youths who were positive by urine test gor who reported recent drug use.

Furthermore, in our study of arrestees in New York City we found that self-reports of current dependence
on drugs or a need for treatment were valuable in differentiating which of the persons who tested positive
were more seriously involved with drugs and crime. Table 3 shows that among all arrestees who tested
positive, those who admitted to dependence on drugs or alcohol at arrest or a need for treatment were
much more likely to have reported the recent use of drugs, injection of cocaine, and prior treatment. The
dependent persons also had more extensive criminal records than did the nondependent persons.
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TABLE 3

DRUG USE AND CRIMINAL HISTORY IN ARRESTEES WHO TESTED POSITIVE FOR DRUGS,
BY SELF-REPORTED DEPENDENCE OR NEED FOR TREATMENT

Positive, Positive,
(1651) (926)
% %
DBUG USE (from self-reports)
Reported using
Cocaine 15% 61%
Heroin 6% 53%
Marijuana 34% 36%
Downers 2% 12%
lllicit Methadone 1% 8%
PCP 3% 6%
Injects cocaine: 9% 61%
Ever received drug treatment: 1% 60%
CRIMINAL HISTORY (from records)
Ever arrested before: 78% 91%
2+ prior misdemeanor convictions: 32% 60%
2+ prior felony convictions: 10% 14%
Had a prior arrest for a drug-related offense: 33% 59%

*Male arrestees who tested positive for one or more drugs (opiates, cocaine, PCP or

methadone) and who reported current dependence on drugs or alcohol, or a need for
treatment.

Thus, while many drug abusers will conceal their drug problems, those who do report serious drug
problems while in the criminal justice system maybe a valid group for further assessment and diversion to
treatment. Jurisdictions wishing to implement some immediate, low cost action to identify drug abusers
could assign persons to interview detainees and refer them to treatment programs. Although many drug
abusers would go undetected, the number of persons identified would probably be all that most cities
could handle, anyway, given the usually overburdened and limited treatment resources.

In summary, self-report information can be very valuable for obtaining indepth details about drug abuse, if

the offender is willing to disclose the information. It is a poor method to rely on as the primary tool for
screening for drug users detained in the criminal justice system. The most promising use for offender



171

self-reports in the criminal justice setting is probably in conjunction with other evidence of drug use that
can be used to motivate the offender to discuss his behavior.

Criminal iust l

The criminal justice system maintains extensive files of information on offenders. Given our discussion
above, and that much of the information in these records is obtained from the offender, it is not surprising
to find that information about the offender’s involvement in drugs is often minimal and unreliable (Goldstein
1986).

Even when an arrest report has a place to enter information about the arrestee's drug use, it typically is not
completed. This is probably because the police officer often is unaware of the arrestee's involvement with
drugs and because information not of immediate relevance to an officer tends not to be reliably entered
into a data system. Even in Washington, D.C. where the U. S. Attorney has installed the PROMIS
(prosecutor's management information system) system to track case information, the arresting officers
identified as drug involved only 22% of the persons who were found positive for drugs at arrest by
urinalysis (Wish et al. 1981). Pre-sentence investigation reports should contain more information about
the offender's background. However, in the absence of urine tests, the investigator must rely upon the
defendant's admission of drug use or that from a family member. And in large cities, the time and
resources available for soliciting such information is limited.

If records do not contain detailed information about drug involvement, can a person's record of arrest or
convictions for a drug offense serve as an accurate indicator or drug use? The evidence indicates that
persons charged with the sale or possession of controlled substances are most likely to be drug

users(Table 4) .
TABLE4

WHAT CHARGES WERE MOST ASSOCIATED
WITH HAVING A POSITIVE URINE TEST?

Percent
Arrest Charge (N) Positive”

Possaession of drugs (615) 76%
Sale of drugs (355) 71%
Poss. stolen property (474) 61%
Forgery { 94) 60%
Burglary (348) 59%
Murder/manslaughter { 64) 56%
Larceny (667) 56%
Robbery {676) 54%
Weapons (157) 53%
Stolen credit cards ( 56) 52%
Criminal mischief ( 66) 48%
Gambling (147) 45%
Sexual assault ( 79) 41%
Public disorder (108) 37%
Assault (506) 37%
Fare beating ( 98) 37%
Fraud ( 54) 30%
Other offenses (269) 45%

Total: (4833) 56%

*Positive by EMIT for opiates, cocaine, PCP or methadone.
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Almost three quarters of male arrestees in NYC (and of arrestees in Washington DC) charged with these
offenses in 1984 tested positive for opiates, cocaine, methadone or PCP. However, more than one half
the persons charged with robbery, burglary, larceny, or murder were also positive for drugs (Wish et al.
1986b). And 56% of the arrestees were positive for a drug when only 20% of the sample were charged
with a drug offense. Only 10% of the 17,000 male and female arrestees drug positive by urinalysis in
Washington, DC in 1973-4 were charged with a drug offense (Wish et al. 1981). Thus, while offenders
with a history of drug offenses are most likely to be using drugs, it is clear that offenders charged with a

variety of other offenses may be drug users. By relying solely upon a drug offense to identify the drug
user, one would miss the majority of users.

Urinalysis test

In recent years urinalysis tests have received considerable attention as a source of information about an
offender's drug use (Wish 1982; Forst and Wish 1983). It should be noted, however, that researchers
have been using the tests for the past 15 years as a means to validate information obtained in interviews
about recent drug use. And drug abuse treatment programs have often monitored patients' drug use
by urinalysis (McGlothlin et al. 1977). Urine tests were employed successfully by the Department of
Defense to screen army personnel before they left Vietnam for the States in the 1970's, and in recent
years to combat a growing drug use problem. Furthermore, in the initial years of the federally sponsored
TASC (treatment alternatives to street crimes) program, urinalysis was used to identify drug using
offenders for diversion into treatment programs. Urine tests have been used by the U.S. Department of
Probation and by local probation departments to screen suspected drug users. Mass screening of
offender populations for drugs has been used only in Washington, DC, however, where all arrestees
detained in the Superior Court lock-up prior to court appearance have been tested, since 1971.

There are a number of possible urinalysis techniques and a common error made by persons when
assessing the validity of drug testing is to fail to consider the type of test used. Until recently, most
urine testing of offenders in the criminal justice system and in treatment programs was conducted using
a thin layer chromatography (TLC) general screen. This technique is especially economical because it

can screen for a variety of drugs, but is a very subjective process requiring experienced technicians to
interpret the results.

Primarily because of their low cost, sensitivity, and ease of use, the most commonly used urine tests
today are the EMIT (enzyme multiplied immune test) tests. These tests involve a chemical reaction of
the specimen with an antibody designed to react to a specific drug. The chemical reaction causes a
change in the specimen's transmission of light. This change in transmissibility is detected by a machine
that provides a quantitative reading that is compared with the reading from a standard solution containing
a known concentration of the drug. If the reading from the specimen is higher than that of the standard,
the specimen is positive for that drug. Because the determination of a positive is based on specific
numbers, the level of subjectivity required by the EMIT test is less than that required by TLC. TLC looks
more economical because for approximately $2.00 one can screen for as many as 20 different types of
drugs. EMIT tests are specific to one drug, and cost between $1.00 and $5.00 for each drug tested.

(These are high volume, reduced rates charged to researchers by the New York State Division of
Substance Abuse Testing Laboratory.)

Table 5 presents a comparison of the results from 4,847 specimens obtained from arrestees in New

York City and tested by TLC and the comparable EMIT technique, by the New York State Testing
Laboratory.
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TABLE 5

DRUGS DETECTED IN URINE SPECIMENS FROM
MALE ARRESTEES, BY TYPE OF TEST

(n=4847 Specimens)

Drug Detected Ic EMIT
Cocaine 14% 42%
Opiates (morphine) 9% 21%
PCP NA 12%
Methadone 4% 8%

It is clear that the TLC test underdetects the common street drugs by almost two-thirds. Many laboratories
have used a two-test approach to identifying drugs. They would first screen for drugs using TLC and then
confirm any positive result by an EMIT test. Such a procedure would clearly result in many drug users

escaping detection. As a result of the findings above, EMIT tests are being substituted for TLC tests
across the country.

The growing popularity of the EMIT tests has made them the object of several legal challenges. The
primary criticism is that the EMIT tests have too high a rate of false positive errors. That is, the tests falsely
indicate the presence of a drug. Much of the debate surrounds the possibility that some common [icit
drugs can cross-react with the test's reagents to produce a positive result (Morgan 1984). The ingestion of
poppy seed bagels has been found to produce a positive test result for opiates. Furthermore, the EMIT
test for opiates, will detect heroin (morphine) as well as prescribed drugs such as codeine. Sloppy

recording procedures by laboratory staff and failure to maintain the chain-of-custody of the specimen can
also produce serious test errors.

There are other urinalysis techniques available for detecting drugs, including radicimmunoassay and
GC/MS, gas chromatography and mass spectrometry (Hawks and Chiang 1986). Some of these
techniques have not been used frequently in the criminal justice system and sufficient case law does not
exist regarding whether the courts consider them to be valid. GC/MS is too costly and time consuming to

be used as the initial test in large scale screening programs although it has been required by some courts
as a confirmation test.

A study by the Center for Disease Control (CDC) has been cited for its report of substantial errors in the
results from the 13 labs that were surveyed (Hansen 1985). In a blind experiment, the CDC. sent a group of
blank urine specimens as well as specimens containing known quantities of drugs to the labs for analysis
(the specific urinalysis tests used by the labs were not specified). The study found that while some labs
failed to detect specific drugs contained in the specimens, few instances occurred where a lab reported a
drug in one of the blank specimens. In fact, the average accuracy of the analyses of the blank specimens
was 99% and there were so few false positive results that the analyses of this issue were limited.

Our experience using EMIT tests in offender populations also indicates that the problem of false
negatives is much larger than that of false positive errors (except for the test for amphetamines, which may
test positive for a number of chemically similar, licit drugs). In contrast to controlled laboratory
experiments, when one tests for illicit drugs in offenders one cannot control for many of the factors that
influence the concentration of the drug in the urine. The quantity of the drug taken, its purity, and its time
since ingestion, are unknown. It is therefore somewhat amazing when a test does detect a drug! Our
studies show that even when a person admits to taking a drug during the prior one or two days covered by

the test, it is found in only 70% to 80% of the cases. Many drug users will, thus, escape detection by
urinalysis.
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It is probable that the future of urine testing in the criminal justice system will depend on a satisfactory
solution to the problem of false positive errors. Preliminary NIDA guidelines for testing, state that all
positive test results from immunoassay tests should be confirmed by GC/MS. GC/MS is the most
accurate technique available for identifying drugs in the urine, but it costs about $70-$100 per specimen.
It seems appropriate to require such a procedure when a single test result may cause a person to lose their
job or liberty. However, when a test result is used solely to trigger further investigation of whether a person
is involved with drugs, it may be that confirmation by other methods (urine monitoring or diagnostic
interview) would be equally acceptable. The courts have yet to decide this issue.

Even though urine tests do contain some degree of error, the evidence is strong that the tests have a high
degree of validity. The EMIT tests have been ruled valid by judges, although courts have differed on the
need for confirmation of positive results (Wish 1986f). Furthermore, the construct validity of urine tests,
the evidence that the the relationships found with the tests are consistent with the current knowledge
about drug use, is impressive. Studies of arrestee and probationers in New York City and Washington,
D.C. have found hypothesized relationships between detected drug use and age, prior arrest history, type
of arrest charge and recidivism (Wish and Johnson 1986; Wish et al. 1986b; Toborg et al. 1986). And a
positive test for marijuana was related to greater lifetime use of marijuana and a greater number of juvenile
detentions in juveniles in Tampa (Dembo et al. 1986) In tact, we first discovered the lesser sensitivity of
the TLC test in our research because the analyses of specimens from unapprehended offenders
interviewed in a research storefront in East Harlem did not confirm the heavy drug use that these persons
were reporting! Only after the EMIT tests were used was the claimed drug use verified by the urine tests
(Wish et al. 1983b). Perhaps of primary significance is the finding from studies in Washington, D.C. and
New York that not only the presence of a drug, but the number of drugs detected was related to criminal
behavior. For all age groups, arrestees positive for two or more drugs (usually cocaine and opiates) had
the greatest number of rearrests. Furthermore, 60% of the rearrests for multiple drug users were for
offenses other than the sale or possession of drugs.

MEANNUMBER OF REARRESTS,BY
URINE TEST AND AGE

REARRESTS

0.0 & 1 , i = EE
16-17 18-20 21-25 26-30 31-35 36-40 41+
AGE AT ARREST
B DRuG B posmve M POSMVE
NEGATIVE FOR 1 DRUG FOR2+

Measures rearrests in an 11-17 month period after the index arrest. These findings do not control for time at risk on
the street. Dilterences would be expected to be more extreme, however, because drug users were somewhat more
likely to be remanded after arraignment than were nonusers.
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It is unknown what proportion of offenders who are ftound positive are seriously
involved with drugs. For this reason, a positive urine test should be used with other
information (self-reports, criminal justice records, or repeated urine testings) to
determine whether the offender chronically abuses drugs and is in need of treatment.

Radioi { hair_(RIAH

RIAH is an experimental procedure with potential for drug detection.  As hair is formed in the scalp, the
cells are nourished by the blood, and drugs present in the blood are deposited in the cells at the root
level. One can extract the drugs from the hair and analyze them by radioimmunoassay. Researchers have
found that the level of the drug taken is correlated with the amount deposited in the hair cells. Perhaps of
most importance is that one can obtain a historical record of the level of drug use of the person. While hair
at the scalp level contains evidence of current use, hair further from the root contains evidence of use
months ago when it was formed. Thus, by analyzing sections of hair (especially in persons with long hairl),
one can discern a trend in drug use over time (Thanepohn 1986; Witherspoon and Trapani 1983).
Procedures are available for detecting the most commonly abused drugs.

One possible advantage of RIAH is that one cannot easily fake the test. For example, one cannot
suspend use before a scheduled test to avoid detection. Once the drug is stored in the hair, it remains
there permanently. And the technique of obtaining hair is non-invasive and less objectionable to some
persons than that of obtaining urine. The analysis can provide evidence of the level and trend of use over
time. In addition, if the test is inconclusive or a retest is required, one can more easily (than urine) obtain a
similar sample for analysis. The largest drawbacks to the test include the fact that it requires raidioactive
materials and the types of precautions usually needed in handling such substances, the cost (roughly
$50 per drug tested), the turn-around time of approximately 24 hours, and the unavailability of
standardized and accepted extraction techniques. In addition, there is some possibility that the content of
the hair can be influenced by environmental contaminants (Puschel et al. 1983).

Even if current research confirms the utility of RIAH, the long turnaround time for the analysis and the
cost, may prohibit the adoption of the method for large scale screening of offenders. In addition, it will take
considerable time for the courts and the scientific community to acknowledge the validity of the new
technique. If the technique is eventually accepted and the analysis time remains long, the technique will
most likely be less useful than other techniques for testing arrestees pretrial, where the judge typically
requires the results quickly at the time of arraignment. Perhaps the most valuable use for RIAH with

offenders, will be for the confirmation of the results of other tests and for the verification of changes in
the person's use.

Conclusion

We conclude that in a criminal justice setting, urine testing is the most feasible and accurate method now
available for screening large numbers of offenders for drug use. Self-report and record information can
be effectively used to verify and extend information about seriousness of use in persons who test
positive. The newer RIAH methods offer promise for delineating patterns of drug use over time, if the

method is valid, can be standardized, and gains acceptance from the scientific and judicial communities.
We also conclude that:

*  Fewer than one-half of the adults detained or supervised by the criminal
justice system will voluntarily admit to recent use of illicit drugs;
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« Those persons who do report current drug abuse problems or
dependence tend to have serious problems and are a valid group for
consideration for treatment;

+ Urinalysis can be an effective tool for screening large numbers of
offenders for recent drug use. However, the tests only indicate probable
use and must be followed by confirmation of level of drug involvement.
Confirmation can be achieved through repeated testing over time,
confrontation and interview with the persons, and information obtained
from records or reports from persons who know the detainee.

We have intentionally limited our discussion to the methods available for identifying drug abusers within
the criminal justice system. Other research has examined the efficacy of various types of treatment for
persons who have been referred from the criminal justice system. it is important to note, however, that
because little systematic screening for drug abusers has occurred in the criminal justice system, most
research has examined treatment process and outcome for the select group of offenders who were
referred from the courts. Little is known, outside of the research from the pretrial testing program in
Washington D.C. (Carver 1986), about how effective such interventions would be for the larger, more
diverse group of treatment referrals that would result from a widescale urine screening program.
Additional research into how best to match criminal justice referral clients to appropriate effective
interventions will be necessary in order to fully utilize urine screening and monitoring as tools for the
criminal justice system.
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VOICE RECOGNITION

Harry Hollien
Institute for Advanced Study of the Communication Process

University of Florida, Gainesville, Florida
INTRODUCTION

Almost anyone who has normal hearing, and who has lived long
enough, has had the experience of recognizing some unseen speaker --
usually someone familiar -- solely from listening to his or to her
voice. It was from this common everyday experience that the myth of
speaker identification was Dborn. References to the process in
novels, comic strips, the movies and television have resulted in a
perpetuation and refinement of the myth to a point that, presently,
many people believe such things as: 1) the speaker identification
prozess is infallable -- or nearly so, 2) technologically we can
carry out voice identification with exactitude, 3) "voiceprints" are
the direct equivalent of fingerprints and so on. Therein 1lies the
structure of the myth.

On the other hand, this myth, 1like practically all others, is
based (at least in part) upon the truth. There is some validity to
voice/speech identification and, at least, some of the fundamental
relationships are understood. For example, while it is not yet known
if every one of the five billion people in the world produce
utterances that are so idiosyncratic they are unique from those of
every other one of those billions of speakers, it is known that

humans can discriminate auditorily between and among different

speakers.
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But what 1is known about the process of speaker identification?
It has been established that anyone who attempts such tasks has, at
least, some logic and research to support his or her efforts. It
also 1is known that there are severe ~-- some very severe ~-- problems
associated with the practical application of any method, technique or

process of this kind. But first, some definitions.

The Speaker Identification Area

In reality there are three independent yet related problems
within this area; speaker identifiation is only one of the three.
They are speech recognition, speaker verification and speaker
identification. Even though rather substantial progress has been
made relative to the first of these problems -- and modest progress
on the second —-- the fact remains that there are no operating systems
currently in existence that permit anything but the most limited
speech/speaker recognition tasks to be carried out. But what are

these three subareas?

Speech Recognition If it were possible for machines to decode

spoken or tape recorded utterances, it also would be possible to
automatically carry out such tasks as banking by telephone,
controlling minimum security prisons with very small numbers of
personnel, activating and controlling machinery which manipulates
radio-active materials, operating drones/satellites by voiced
commands, automatically typing spoken messages and so on. Yet, as
Doddington (1980) points out, reasonably good speech recognition by
machine currently is not possible. There are a number of reasons for
this situation; prominent among them is the fact that, even when a

limited speech recognition scheme is placed on-line, it very often
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fails due to the fact that it is not speaker independent. In order
to operate effectively, the device must recognize the talker and then
proceed to analyze his or her speech patterns. To date, there are no
systems that can successfully perform these functions for any except
very small populations.

Speaker Verification. The problem of speaker verification is

generally on a par with that of speech recognition. 1In this case, it
is not necessary to interpret what the speaker says but rather to
verify his or her identity and, in the basic speaker verification
paradigm, the talkers usually want to be recognized. The potential
uses for a working system of this type are virtually endless; Access
to secure areas by voice analysis is one example; verification of the
identity of an officer giving commands over a radio, walkie talkie --
or any channel where he cannot be identified by sight -- is another.
So is the need to verify the identity of individuals who are speaking
from aircraft, space capsules, hyperbaric chambers/habitats, tanks or
other remote stations or locations. In any case, substantial
research is being carried out in this area (in the U.S. especially by
organizations such as the Bell Telephone Laboratories; Texas
Instruments; Bolt, Beranek and Newman -- see, among others: Atal,
1972, 1974; Bricker, et al, 1966; Doddington, 1971; Doddington, et
al, 1974; Furui, 1981; Makhoul and Wolf, 1973; Pruzanski, 1963;
Pruzanski, et al, 1964; RosenbergAand Sambur, 1975; Schafer and
Rabiner, 1970; Wolf, 1970; Wolf, et al, 1983). Here the task, while
formidable, 1is straightforward. The individual talker ordinarily is
cooperative (that is, unless he is an imposter) and, even though the
speech sample cannot be contemporary, the equipment utilized is of

high quality, is continually updated and the nature of the sample is
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controlled. Then too, an extensive reference set can be developed on
each talker. Nevertheless, rather substantial problems remain to be
solved in this area and, as yet, there is not in existence, a fully
operational system that will permit the verification of large
populations of individuals solely from analysis of their voice
samples. Worse yet, most speaker verification schemes rely on
traditional signal analysis techniques; in turn, these approaches
require high quality transmissions. Thus, if noise or distortion are
present in the signal, the power of most speaker verification methods
in seriously impaired.

Speaker Identification. Of the three problems cited, the most

difficult one to solve is that of an unknown speaker's identity --
especially when he is talking in an environment that distorts the
sample. The speech to be aﬁalyzed is not contemporary and the talker
is usually uncooperative. ~He may attempt voice disguise or suffer
from a number of intrusive.coﬁditions - i.e., the varying effects of
health, ingested drugs, emotional states (especially fear or stress)
and so on. System distortions (limited passband, harmonic
distortion) and noise (intermittent, continuous, spike, broad-band,
etc.) also can interfere with attempts to establish the identity of a
talker. Worse yet, the identification task always involves "open
sets”, 1i.e., where the unknown may or may not be among the
suspect/subject pool. ThiS‘.particular problem 1is quite serious
because one member of any group always will be more like the unknown
talker than will any of the others -- whether he actually is the
“unknown" or not. Hence, the decision criteria utilized in speaker
identification are of critical importance. Finally, the uses are

many for a system which can be employed to identify an individual
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from his voice. Who among the pilots or astronauts is the individual
who spoke: can the person on the telephone be identified; was the
individual who made the threats actually the one who committed the
crime? Yet no fully developed speaker identification systems
currently are available. Even the proponents of the so-called
“voiceprint" technique are beginning to recognize its nearly total
lack of validity. Further, while where are a few systems at various
stages of development (including the one reviewed in this paper),
none of the scientists involved are willing to give their approaches
unqualified endorsements for all speakers and all conditions. Thus,
while the need for an efficient approach here is substantial, no
truly robust method is as yet on-line. Of the three problems cited
above, it is quite possible that it is this third one which will Dbe
the most difficult to solve. Yet the consequences of a reasonable
solution are of inestimable importance -- and to all three
issues/areas.

Since this course 1is one in crime countermeasures, it is the
third of these areas that is of importance to us. Hence, it will be
the only one reviewed. There have been three general approaches to
the problem/issue of speaker identification; they are, 1)
aural/perceptual approaches, 2) the so called "voiceprint" method of
subjective spectrum matching and 3) machine/computer aided

techniques. They will be considered in turn.

AURAL/PERCEPTUAL APPROACHES TO SPEAKER IDENTIFICATION

The perceptual approaches to speaker identification can be
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divided roughly into two areas: 1) their use in courts and by law
enforcement agencies and 2) investigation of their nature Dby

experimental research.

Use by Courts/Police

In reality at least primitive attempts at voice recognition by
ear probably antedate recorded history. Moreover, it is known that
there were some relevant discussions about this issue in the English
courts several hundred years ago. Indeed the admissibility of
aural/perceptual testimony there may be traced back at least to the
year 1660 when voice identification was offered in the case of one
William Hulet. It since has been generally accepted in the courts of
both in the United States and Britain. To be specific, Mack vs.
State (1907) refers to a trial in which a hitherto unknown, unseen,
cross-racial defendant was identified as a rapist by his spoken two
sentences: "I have got you now", and "I don't want your money." The
Court's decision is explained by a sort of innate, experiential logic
as follows: "... The manner, time and place of his assault upon her
threw her instantly into the highest state of terror and alarm, when
all of her senses and faculties were at the extreme of alert
receptiveness, when there was nothing within her reach by which to
identify her assailant but his voice. Who can deny that under these
circumstances that voice so indelibly and vividly photographed itself
upon the sensitive plate of her memory as that she could forever
afterwards promptly and unerringly recognize it on hearing its tones
again ...". In any case, there is a long history of admissibility
and nonadmissibility of aural/perceptual identification in the court

of several countries, as some judges agree with this decision while
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others do not. However, the present state of affairs is one of some
confusion; currently most courts will permit a witness to testify
providing he or she can satisfy the presiding judge that they really
know the person they are identifying -- i.e., that they are very
familiar with his or her voice and speech.

Decisions of this type have 1led 1law enforcement groups to
attempt the conduct of "auditory lineups". However, their approach
has been subject to criticism both by Brandt (1977) and Michel
(1980). Basically, what the police do 1is replicate the typical
eyewitness lineup. They will take an exemplar provided by the
suspect and put it in with a series of 3-6 other exemplars (spoken by
foils or controls). Presumably, the witness listens to the voices

and picks out the "correct" one. Some police even attempt to conduct

this process live. However, as Brandt and Michel suggest -- and we
will stress -- the police often utilize talkers that sound quite
different from the subject. In any event, it takes little

imagination to see the many ways even the most wellmeaning police
could err in a situation such as this one.

The question arises -- do listeners have to know the speakers in
order to make highly accurate Jjudgments of this type? 1In one
relevant study, Hollien, et al (1982) attempted to (1) estimate
listeners' capabilities in this area and (2) assess the importance of
the auditors being acquainted with the talkers. Speakess for this
research were 10 adult males who recorded speech samples under three
types of speaking conditions: (a) normal, (b) stress (electric shock)
and (c¢) disquise. Three classes of listeners were utilized (a) a
group of individuals who knew the talkers very well, (b) a group that

did not know the talkers but who were trained to identify them and
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(c¢) a group that neither knew the talkers nor understood the language
spoken. As may be seen from consideration of'Figure 1, the analyses
indicate that the performances among the groups were significantly
different. People who kmew the talkers did quite well; indivuduals
who did not, did poorly.

Yet a second question can be asked: does it help in the
identification process of the listener 1is a trained professional.
Two studies are relevant here. First, Shirt (1984) compared a group
of professional level Phoneticians, to university students with no
particular experience 1in 1listening to speech. She did not find
statistically significant differences between the two groups even
though the Phoneticians as a group scored higher in correct
identifications than did the students. She concluded that training
help some, perhaps, but not enough. On the other hand, Koster (1981)
functionally tested - both of the previously cited studies. He
reported on the aﬁiliéy of five Phoneticians and 30 untrained

auditors to identify 10 adult male talkers who they all knew very

well. Three experiments were carried out here. The first involved

direct identification of the talkers on the basis of a spoken
passage, the other two focused on the identification of either two
(in a field of four) or four (in a field of eight) previously
identified speakers. In no instance did a Phonetician make an error.
The errors for the non professional ranged from 0%-33% with overall
error rates from 3%-9%. If the data from these (several)
investigations are pooled, we are able to conclude that the training
Phoneticians receive results in better identification of (at least)

known voices (i.e., training in this speciality area does make a

difference) and if an individual is quite familiar with the voice of
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a talker, high (correct) levels of identification can be expected,
whereas only relatively low level identifications can be expected if
an auditor does not know the person talking.

Yet a third question can be asked: What is the decay rate for
aural/perceptual speaker identification. Two sets of studies are
relevant here. First, McGehee carried out two experiments (1937,
1944) in which she had auditors listen to talkers and then identify
them within a group of other speakers at various times subsequent to
the exposure. All speech samples in the first study were "live";
hence, she had all talkers (the subject and the foils) speak from
behind an opaque curtain; she used recorded samples in the second
study (1944). In any case, McGehee found that identifications of
familiar voices were relatively high and the process extinguished
rather slowly but extinguish it did. Moreover, identifications of
the voice of people unfamiliar to the listener wexe quite poor, so
poor in fact that it was not possible to determine just how fast.the
identifications were extinguished. 1In this regard, Hollien, et al
(1983) reported the results of an experiment in which they
investigated aural perceptual identifications of a previously unknown
individual from a set of photographic and tape-recorded exemplars
following a simulated crime in a classroom attended by 61 law
students. The procedures (four in number) involved foils, sound
alikes (Rothman, 1977) and identifications over time. The resﬁlts
demonstrated the aural/perceptual identifications to be relatively
poor. No strong trends for latencies were observed, either for
repeated trials or for procedures involving different initiation
latencies; nor did confidence levels appear to be related to accuracy

of judgement. Finally, when a similar sounding foil was included in
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the identification task, there was a weak trend for the foil to be
chosen more often 1in subsequent trials. In short, ear witness
identification appears to be a much poorer perceptual procedure than
eye witness identification.

A final study focused directly on the stress effects on speaker
identification. This gquestion relates to the Mack vs. State -- i.e.,
can victims do better at perceptual speaker identification than
people who are not the target of a criminal? 1In this regard, Arts
(1981; also reported in Atwood and Hollien, 1986) completed a study
where an attempt was made to discover if stress (or arousal) enhanced
or degraded aural perceptual speaker identification. A large group
of young females was screened for potential sensitivity to stressors.
The 15 most susceptible and the 15 least likely to be affected by
stress (controls) were selcted as subjects. The "stress" group was
presented 10 minutes of violent video stimuli (attacks on women, rape
scenes, death of children) while a male voice read a threatening
commentary; the controls saw a pastoral video sequence while hearing
a male voice read neutral material. A procedure involving speaker
recognition (of the male voice over time) was carried out. The
presence and level of stress experienced by subjects during the
experiment was monitored by interpretation of the output of a
standard polygraph. It was observed that aroused women were able to
make slightly - but statistically nonsignificant -- Dbetter
identifications than did the women who were not stressed, and they
sustained these better identification scores over time. 1In short, it
appears that the ability of an individual to identify another by
voice alone decays over time -- and these results support the opinion

that most earwitness testimony should by viewed by judges and juries
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with much greater caution than has been the case 1in the past.
Perhaps the human ear 1is not quite as efficient in speaker

identification as is suggested by Hecker (1971).

Basic Aural/Perceptual Research

A rather substantial amount of basic research has been carried
out on the relationships that hold when a listener attempts
aural/perceptual speaker identification. These experiments are quite
useful and for two reasons. First, they permit a better
understanding of the requisits for acceptable speaker recognition
and, secondly, they provide useful clues for individuals who are
carrying out R and D on machine/computer approaches to speaker
verification and/or identification. However, only a brief review of
that 1literature will be 1included in this paper. A more direct
consideration of these articles, ‘and the references they contain,
should provide the interested reader with a relatively complete
overview of what is known relative to this issue.

Perhaps it would be of interest to initiate this section with
Bricker and Pruzansky (1966) who reported 98% correct identification
of familiar speakers by listeners when sentences were provided as
stimuli; identification accuracy fell to only 56%, however, when
isolated vowel samples were substituted. Iles (1972) reports similar
results. These studies appear to support the Pollack et al (1954)
experiments with speech sample duration; they suggested that
identification accuracy improves with increasing duration up to about
1200 ms; for longer periods, accuracy did not appear to be related to

duration, Dbut rather to phonemic repertoire. Other investigators
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(Compton, 1963; Cort & Murry, 1971; LaRiviere, 1971) also have
studied the effects of utterance duration on the identification task.
In their case, the evidence again suggests that 1levels of correct
speaker identification correlate to utterance duration only for very
brief samples and longer utterances are important primarily because
they provide listeners with a larger sample of a talker's speech.
These investigators (as well as Stevens et al, 1968) also observed
that listeners needed 1longer speech samples in order to permit
correct identification of even known speakers when they degraded the
speech signal by various means -- for example, by increasing the
number of speakers, by substituting whispered for normal speech, when
different speakers employing different speech materials were used
(Carbonell et al, 1965; Stuntz, 1963; Williams, 1964; Stevens et al,
1968). And, of course, any type of signal degradation reduced
identification accuracy.

Other relationships have been established also. For example:
several authors report that speaker disqguise, dialects, non-
contemparary samples and large numbers of speakers reduce
identification accuracy (Iles, 1972; Hollién et al, 1982; Stevens et
al, 1968). Further, Rothman (1977) reports data about "sound-alikes"
and non-contemporary speech samples. He found that when non-
contemporary samples of the same speakers were played, listeners
exhibited 58% error rates -- accuracy was at the same low level when
the speaker's voice was paired with a similar sounding one. Worse
yet, Dbut 1little research has been carried out on the effects of
emotion, speaker disguise and system distortion upon speaker
identification (Carbonell et al, 1965; Endress, Bambach & Flosser,

1971; Hecker et al, 1968; Reich & Duke, 1979; Simonov & Frolov, 1973;:
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Williams & Stevens, 1972) and in only a few of these cases have
attempts been made to relate the events specifically to
aural/perceptual approaches. As will be seen later, knowledge of
these relationships will be useful to the investigators attempting
develop machine speaker identification procedures. |

On the other hand, some of the research reported in this area
has focused on rather positive relationships; that is, it is
suggested that there are certain features within the speech signal
that both can be 1identified and which appear as natural elements
associated with the production of these organized acoustic sounds.
That there are (speech) characteristics within human utterances that
we can extract for identification purposes is very important --
primarily because it also may be possible to process these parameters
'by machine and develop an automatic or (preferably) semiautomatic
identiéication method that will Be both valid and efficiént,

One of the first of these identification linked features is mean
speaking fundamental frequency or SFF (Compton, 1963; Iles, 1972;
LaRiviere, 1971) -- an acoustical event heard as the pitch and pitch
variability of voice. A second includes vowel formant £frequency
levels, ratios and transitions (Iles, 1972; Meltzer & Lehiste, 1977;
Stevens et al, 1968). There is 1little question but that these
features provide important cues in the perceptual identification of
speakers. As a matter of fact, LaRiviere (1975) attempted to compare
the relative importance of source and vocal tract transfer
characteristics for speaker identification and found that these
features contribute additively. In addition, phonemic effects on the
identificaiton task have been investigated. It has been reported

that perceptual identifications appear to vary as a function of (1)
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the vowel produced, (2) consonant-vowel transitions and (3)
inflections. Thus, it can be seen that there are certain features
that relate to, or support, the aural-perceptual speaker
identification process. They can be inferred from the prior
experiments and comments listed plus the direct relationships

discussed in the immediately preceeding paragraphs.

THE PROBLEM OF VOICEPRINTS

Early in this decade, the proponents of "voiceprints" were seen
to claim that their approach to speaker identification had Dbeen
accepted by Courts-of-Law in 25 of the states within the U.S., by two
U.S. military courts plus two courts in Canada (Lundgren, 1976;
Tosi, 1981). How could this situation have occured in countries as
technologyically advanced as the United States and Canada? Perhaps
more alarming (if the proponents of "voiceprints" are to be believed)
yet other courts -- plus those in other countries -- soon will accept
this procedure. In short, the method appears to be spreading
somewhat even in the face of numerous setbacks and a general
disapproval by the relevant scientific community.

The problem appears to be threefold. First, is the intra- vs
interspeaker variability which the "voiceprinters" appear not to have
solved (especially for their technique); the second 1is their
distortion of the scientific community (which they define as only
themselves) and the "third is their unwillingness to have their
techniques and examiners investigated and/or evaluated. But why has
the actual scientific community not solved this problem?

Stated simply, speaker identification is one of those applied



194

areas that bridges the Phonetic Sciences and Engineering. In the
ordinary course of events, a dispute about an applied technique such
as "voiceprints/grams" would result in a flurry of laboratory inquiry
-- and resolution. Indeed, differences in scientific opinion of this
type are quite common. One needs only to attend any Phonetic
Sciences congress or a convention of the Acoustical Society of
America to discover that, on any given day, numerous scientific
controversies are presented, discussed and/or debated. 1In any case,
there is no question but that differences of opinion are very common
in the flow of scientific life. Unfortunately, the cited controversy
is not a simple instance of scientific difference-of-opinion. 1In
this case, the proponents of the technique are producing a “product,”
hence, they have a proprietary interest in it. Small wonder then
that they have argued that the "relevant" scientific community agrees
with them in that they only include those individuals who do so.
Thus, they function pretty much in the manner of any business or
perhaps even a as cultists -- wherein only the true believer can
evaluate or criticize their art or activities. On the other hand, if
they are not a cult, they (or someone) should test their methods.
But, since "voiceprints/grams" essentially are a "product"”, the
typical scientist finds the issue somewhat difficult to handle. It
would appear that these relationships are among those which have
tended to discourage a larger number of appropriate investigations in
this area.

In any case, 1logic, poor results and the research to follow
should have relegated this archaic method to the dustbin where it
belongs. Yet, "voiceprint/grams" still are employed by a few law

enforcement agencies -- and even the FBI (Koenig, 1979, 1986) -- in



195

investigations anyway:; they also have been used as evidence 1in
criminal and civil trials. The problem, of course, is that this is a
serious societal 1issue and one of some urgency. We need to know if
the "voiceprint/gram" approach to speaker identification is a wvalid
one and we need to know it now. We cannot afford the luxury of
decades of 1leisurely scientific inquiry, an approach which is
suitable for nearly all of the other scientific issues -- but not for
this one. In sum, the seeming 1lack of concern by the scientific
community is not as reprehensible as one might suspect. Rather it is
the unusual nature of this issue, and the acknowledged responsibility
on the part of the "Qoiceprint" proponents to demonstrate the
validity of their technique, that has 1led to inappropriate
perspectives on the part of many scientists.

An additional concern would appear to relate functionally to the
several cited above. In the early days of "voiceprinting”, the
proponents of this technique insisted that an individual's speech
characteristics were both invariant and unique. They either ignored
(or were unaware) of the rather substantial amount of research which
would argue that the speech of a given talker is quite variable (see
Hecker, 1971 and Nolan, 1983 for discussions on this issue). Nor did
they appear concerned (when they referred to the idiosyncratic nature
of speech behavior), that their technique had to account for this
personal uniqueness (or lack of it) with respect to all of the
billions of people who live in the world today. To be fair, as the
elegant and intricate relationships between inter- and intra-speaker
variability began to emerge, the position of the "voiceprint"
proponents became somewhat more guarded. They now admit to the

variability of speech, even though they will not concede to the



196

possibility that there may be individuals who could be confused with
one another; they further insist (without details) that their process
takes these problems into account. For example, they indicate that
they only make definite identifications or eliminations in about 30-
40% of the cases (Tosi, et al, 1972) but for other reasons. While it
would seem that a process that admittedly does not work 60-70% of the
time not a very good one, the "voiceprint" proponents are quite
adamant in their opinion that this relationship somehow demonstrates

that they are correct when they do make a decision.

What is a Voiceprint?

The process that has been referred to as "voiceprinting” has not
been particularly well defined; it also appears to be one that tends
to change over time. For example, from a longitudinal study of their
testimony in the courts, the techniques they use, their opinions and
so on tend to reveal a rather substantial (and continual) drift. It
varies from Kersta's (no date) matching of 10 exact words to Truby's
(1976) insistance that there can be no set rules.

Nevertheless, no matter what the definition, the core of this
process has been, and still 1is, some sort of pattern-matching
procedure of the configurations seen on time-frequency-amplitude (t-
f-a) spectrograms -- a technique which 1is somewhat archaic -- at
least in the 1light of modern-day technology. Unfortunately, the
"voiceprint" enthusiasts apparently are not aware of -- or choose to
ignore for the sake of their consumers -- the limitations of this
process and the ways in which patterns produced by this device can be
distorted. From time-to-time, they even have argued its

infallibility (Crown vs Medvedew, 1976; Kersta, 1962; People
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(California) vs Lawton, Gardener and Jackson, 1973; Truby, 1976).

As is well-known, t-f-a sound spectrography is based on a-.device
by which relatively narrow (45 Hz) or wide (300 Hz) bandpass filters
sweep the frequency range of a segment of speech (approximately 2.4
seconds in duration for commercial units of this type) and produce an
analog record of the events processed (time on the horizontal axis,
frequency on the vertical and the relative darkness of the markings
constitute an estimate of intensity). Of the three dimensions, the
first (time) is the most accurate. The second (frequency), however,
tends to be somewhat distorted as it 1is represented by a linear
rather than 1log scale (on the séectrogram). Moreover, most sound
spectrograms used in "voiceprinting" utilize broadband filtering, a
process which tends to remove (among other features) representation
of the actual partials within the phonated speech wave. Instead,
what 1is seen is a rough outline of energynconcentrations. If vowels
are taken as an example, the areas of resonance (or vowel formants as
they are called) appear as black bars. Thus, energy concentrations
are shown as outlines but the specific details of the acoustic wave
(i.e., the actual partials) are lost. Of course, it is conceded that
some useful features of the speech act can be observed and measured
by this process but, in a very real sense, these configurations are
artificial because energy is seen where it does not exist, and
removed where it does.

Probably the greatest weakness of this particular type of sound
spectrography relates to the third feature -- that of speech
"intensity". Spectrographs of the t-f-a type provide little accurate
information about the energy patterns of the speech sounds (even when

"sectioned". Thus, as might be inferred from this review, it is
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relatively easy to (accidently ?) modify the patterns seen on a
particular spectrogram. As anyone who has made a number of these
records will concede, problems such as changes in calibration,
variation in amplitude (at any stage within the process), filtering
of any type, noise, internal distortion and/or any background signal
can markedly vary the patterns seen on a specific spectrogram.
Finally, it should be noted that a second procedure was added to the
overall approach during the 1970's. This additional task requires
the "voiceprint examiner" to listen to the voice of the criminal and
compare it to exemplars prepared by the suspect or suspects. Thus, a
possible useful dimension has been added to the approach as it now
includes judgments by the "examiner" as to whether or not the two
voices sound similar or different. Even though they suggest that the
process in important, neither the exact procedures they employ in
this technique nor research fundamental to it have been reported by
the ‘"voiceprint" proponents. Moreover, the reader is cautioned to
refer back to the discussion on aural/perceptual speaker
identification for a reasonable perspective here. Also relevant are
the hidden dangers in the aural-perceptual approach by a single
listener and how these types of judgements must be structured if they

are to be valid.

Research on Voiceprints

Research by the Proponents. As with the marketing of any

product, it is incumbent for the relevant business to demonstrate
that 1its clains are valid. The "voiceprint/gram" proponents should

do the same. So far they have only reported 4-5 studies. The first,
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and most important was that by Tosi et al (1972). This research is a
little difficult to follow as it consists of a number of laboratory
sub-studies combined into a relatively large project. Moreover, some
of the experimental conditions varied over the investigational period
(for example, there appeared to by a mid-project reduction in both
the number of "examiners" and the number of words used in the
matches).

Basically, Tosi studied talker populations of between ten and
forty individuals (drawn from a group of 250); his "“examiners"
consisted of between one and three individuals (drawn from a group of
twenty-nine). Tosi claims that his 250 talkers represent a total
population of 25,000 males and thus, gives the impression that a
substantial population was evaluated when in reality, the groups he
studied were of a s8ize conventional for research of this type.
Briefly, Tosi tried to identify the optinum number of words,
utterences, recording conditions, contexts and speakers for the
"voiceprint" approach, as well as the effect of closed/open trials
and contemporary/noncontemporary utterances. He claims to have
demonstrated a 99% correct hit-rate for his research. Yet his
results were obtained under only the most optimum conditions -- and
certainly are ones that bear 1little relationship to the forensic
model. For example, just a shift to contemporary/noncontemporary
matches introduced a,18% error to his approach.

Few other studies have been published by the "voiceprint"
proponents -- although Smrkoviski (1975) claims to have contrasted
his speech with that of his twin brother (he says he could tell them
apart). Hall (1975) studied Rich Little mimicking six male

celebrities (none of them cooperated however) and, while he did not
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use "voiceprints", he (incredibly) concludes that they are useful.
Finally, Hennessey (1970) studied "voiceprints" in a Dbusiness
environment. He used two examiners and a variety of talkers (some
Aisan) and reports 30-41% errors. None-the-less, he lauds the
technique. Thus, because Tosi's study is laboratory limited and the
others have very high error rates, it can only be concluded that the
voiceprint proponents provide neither data on the validity or on the
reliability of their method. However, others also have studied this

issue.

- Relevant Research on '"Voiceprints". As might be expected,

research 1in this area also has been carried out by other individuals
and a substantial number of investigations can be cited -- especially
by investigators who have studied variables that were as relevant,
and often even more relevant, to the forensic model than were Tosi's.
In an important study, Stevens, et al, (1968) compared the ability of
subjects to make speaker identifications spectrographically and by
the aural/perceptual method. In carrying out this research, they
found that error rates resulting from spectrographic examinations
ranged from 21% to 47%. They also found that subjects consistently
achieved 1lower error rates when identifying speakers on the basis of
the aural/perceptual method. Young and Campbell (1967) antedated
Tosi in the testing of Kersta's claims; they reported far greater
error rates than did either Kersta or Tosi. Hazen (1973) also
studied the process utilizing both closed and open sets as well as
identifications from same and different contexts; his error rates
were high also Hazen concluded that "spectral similarities due to
intraspeaker consistency are not apparent enough to outweigh the

similarities due to a different phonetic context." Obrecht (1975)
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became curious about statements by Nash concerning the similarity of
fingerprints and "voiceprints" and carried out a study in which he
reports that examiners with experience in fingerprint analysis were
no better at speaker identification than those who 1lacked such a
background. Moreover, Endress, et al, (1971) have reported that
spectrographic patterns and fundamental frequency vary substantially
over time and with attempts at voice disguise and Hollien and McGlone
(1976) and McGlone, et al (1977) agree. Indeed, they discovered
that, when subjects disjuised their voices, very substantial changes
occurred in f£f0 as well as 1in the spectrographic and temporal
patterning of the speech. Another recent study serves to underscore
the disguise problem; it is by one carried out to study effect of
selected vocal disguises on spectrographic speaker identification.
Reich, et al (1976) revéaleé that these conditions resulted in error
rates varying from approximately 50% to nearly 78%; they also report
error rates of 40% aﬁd gfeéter when the voice was undisguised.
Finally, Rothman (1975) who used highly skilled "examiners", reported
an overall (correct) identification mean of 20% on sound-alikes. He
obtained the best identification scores (39%) when his examiners
compared the same -- but non-contemporary -- phrase; for a
contigous/contemporary phrase, the mean correct identifications were
24% and for contiguous/non-contemporary phrases, he obtained mean
scores of only a little over 6%.

It 1is interesting to note that, 1in none of the investigations
cited above, were the "examiners" able to achieve the very high
levels of correct identification reported by Kersta and Tosi; indeed,
no investigator has ever mustered the 99% correct identification

levels Tosi and Kersta claim possible. Admittedly, in some
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instances, the individuals used as "examiners" were not as highly
trained for these tasks as the '"voiceprint" proponents suggest is
necessary. However, in practically all instances, the "examiners"
were at least as skillful and well-trained as those utilized by Tosi;
indeed, in other instances, they were extremely experienced and
highly educated in both the Phonetic Sciences and in identification
tasks. How, then, does one account for the extremely high levels of
identification reported by Tosi (and Kersta) and the uniformly lower
scores obtained by all other 1investigators? Unfortunately, this

question must remain unanswered, at least at present.

The "Voiceprint Examiner"

Perhaps it is of 1limited interest to extensively review the
problem of the "voiceprint examiner" -- primarily because 1) there
are so few of them, 2) their training and apprenticeship are shrouded
in mystery and 3) none of them ever has been objectively tested.
Some reference about the requisites for such ‘"examiners" and the
processes by which they operate, have been suggested by Black, et al,
(1973), Tosi, et al (1972), and Truby (1976). Perhaps these
conditions are best iterated by Black, et al, (1973) who indicate
that "voiceprint examiners" should:

a) Complete a two-year apprenticeship and academic training in

Audiology and Speech Sciences.

b) Be entitled to five alternate decisions after each
examination, namely: positive identifcation, positive
elimination, probability of identification, probability of
elimination and no opinion one way or the other.

c) Be entitled to use as much time and as many voice samples as
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deemed necessary.

d) Be held responsible for the positive decisions reached after

an examination.

Yet numerous guestions can be directed at this simplistic
description. Of the background and training: is training and/or
experience in law enforcement necessary? If so, why, and, what are
the minimum standards? What field experience is necessary?
Moreover, is college training necessary, and why? What major/minors,
degrees, levels should be required -- also what courses/labs are
necessary? While these questions should be answered in detail, none
have been provided. And what about the apprenticeship itself. For
example, what is the exact length and nature of the "voiceprint/gram"
training program? What are the prerequisites for this training and

who teaches it? How 1is talent/progress assessed? What skills are

necessary to graduate and how are they assessed? With respect to the
internship itself: what activities does this two-year experience
include? What are the specific goals and tasks involved? How is the
apprentice supervised by the sponsor? Who are the sponsors? Are the
"voiceprint/gram" related tasks consistent from apprentice to
apprentice and/or are they standardized? How many of these tasks are
there; what is the minimum proficiency level that the apprentice must
achieve and how 1is the quality of his or her work assessed? Many,

many other guestions could be asked. Few answers have been provided!

Conclusions About "Voiceprints/Grams"

There is little question but that confusion exists relative to
the nature and merit of the "voiceprint/gram" technique of speaker

identification. The two major criticisms that can be leveled at it
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are that: 1) insufficient research has been carried out on the method
and, hence, it 1is impossible to determine whether or not it is a
valid technique and 2) the training and competencies of the
"voiceprint/gram examiners" are largely a mystery. Perhaps the
results of the "computer aided" "voiceprint" project, that has Dbeen
carried out over a rather long period of years in Los Angeles, will
shed some light on the problem of pattern matching by spectrograms.
If, it does, the comments above may have to be reevaluated. However,
in the interim, it appears that the only hope for success in the
speaker recognition area =-- and especially relative to speaker
identification -- appears to be that of machine recognition. That
is, since aural/perceptual (human) approaches appear impractical (for
extensive use in the field, anyway), the only reasonable solution to
the problem would seem to be the development of some sort of human
interactive or semiautomatic -- computer aided -- recognition

procedure. An approach to this problem follows.

SPEAKER IDENTIFICATION BY MACHINE

As has been stated, speaker recognition consists of two parts:
verification and identification. Of these subparts, nearly 90% of
the research has been focused on verification. The work going on
there (not just at the 3-4 sites listed above) 1is quite advanced;
indeed, it <can be considered near State-of-the-Science in its
sophistication. Most of the approaches are based on high level
signal analysis and there 1is every indication that some sort of
successful (verification) operating system will become available in
the near future -- probably in less than a decade. In any case, both

the approaches being applied and the personnel involved are top
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flight.

The issue being addressed by this paper, however, 1is one of

speaker identification -- with all the distortions and problems cited
above. There are of ¢ourse, some individuals within the speaker
verification area who venture to solve some of the problems (noise,
distortion, stress, etc.) encountered in both forms of speaker
recognition. Notable among this group are Koster at Trier University
(West Germany) and Wolf at BB and N. However, most scientists and
engineers in the verification area concentrate on the very formidable
challenge they face there rather than wander into identification.
Finally, there are a few -- a very few -- scientific groups who are
concentrating their efforts on the speaker identification problem.
They may be found, primarily, at our Institute and in the USSR and
Poland; however, a strong program is being carried out at the West
German Bundeskriminalamt.under Kunzel and there are a few small

programs elsewhere.

The Machine Approach at IASCP

Our response to the cited problem was to evaluate a number
of acoustic and temporal parameters within the human speech signal in
order to study the basic identificaiton problem (i.e., the
relationship between intra- and interspeaker variability. We did so
in the light of the potential (speaker/system) distortions that occur
in the speaker identification milieu. While doing so, we discovered,
as expected, 'that traditional approaches to signal processing were
rendered functionally inoperable in the identification situation --
and also in the verification environment when similar distortions

occurred. At this juncture, we shifted our focus and began the
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investigation of a selected group of natural features, (Hollien,
1985; Hollien, et al, 1987; Yang, et al, 1986) within the speech
signal which are thought to be potentially idiosyncratic of an
individual speaker (see for example: Atal, 1972; Bricker and
Pruzansky, 1966; Calinski, et al, 1970; Coleman, 1973; Compton, 1963;
Fairbanks and Pronovost, 1939; Fairbanks and Hoaglin, 1941; Glenn and
Kleiner, 1976; Goldstein, 1976; Hecker, 1971; Iles, 1972; Ingremann,
1968; Jassem, 1968; LaRiviere, 1975; Pollack, et al, 1954; Schwartz,
1968; Stevens, 1971). Test vectors were generated from this research
and were evaluated singly and in combination: 1) in the laboratory
(including simulated field conditions) and 2) in the field (attempts
are made to "solve" simulated - but structured - crimes or security
problems under operational conditions). Many experiments -- both
successful and unsuccessful -- were carried out during the primary
laboratory phase of the process. Most of our basic information has
been generated by these studies. However, it 1is by the se;ond
process that our particular speaker identification system 1is Dbeing
refined for operational use. As may be seen in Figure 2, the process
described above 1is servomechanistic in nature. It provides for the
continued evaluation of the vectors developed and the reanalysis of
their robustness as they are up-graded. We Dbelieve that this
approach - or variations of it (see Figure 3) -~ is/are very important
in the proper development of a method for speaker identification.
Given that it has not yet been shown (conclusively) that intraspeaker
variability is less than is interspeaker variability in every case,
the robustness of any approach must be demonstrated by its
developers. Thus, this process (as seen in Figures 2 and 3) is the

only one which will insure that appropraite experiments -~ and enough
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of them - will be completed prior to operational use of a system;
i.e., that the approach will be validated before it is wused. The
semiautomatic system that has resulted from efforts along these lines

will be described below.

The Vectors Employed

The vectors that constitute the SAUSI approach have been chosen
on the basis of: 1) high probability of discriminating among
speakers, 2) enhanced utility when combined with other factors, 3)
resistance to distortion, 4) availability and 5) compatability with

computer processing. Those currently in use are as follows.

The Speaker Fundamental Frequency Vector (SFF). The perception of

vocal pitch has been shown to be a cue for speaker recognition;
however, to date, acoustic analysis of this speech feature has been a
little marginal. We believe that our recent successes with this
feature have resulted from the up-grading of the parameters we have
used. That 1is, our current SFF vector 1is based on measures of
central tendency and variability plus the frequency of occurence
within semitone intervals. The SFF parameters now include: 1) SFFM,
2) SFFSD, 3) the number of semitone intervals containing energy and
4) the number of waves in each of 28 ST interval bins. SFF data is
obtained by analysis of the speech signal via the IASCP Fundamental

Frequency Indicator (FFI1-8) coupled to our paired PDP-11/23

computers.

The Long-Term Speech Spectra Vector (LTS). Research results can be

used to demonstrate that LTS will predict the identity of speakers at
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very high 1levels (98-100%) of accuracy even for relatively large
subject groups - at least in the laboratroy (Doherty, 1976; Furiu,
1978; Hollien and Majewski, 1977; Kosiel, 1973; Zalewski et al,
1975). We also have been able to demonstrate that LTS is resistant
to the effects of speaker stress and limited passband conditions.
The power spectra of speech/voice quite clearly provides good
information about a person's general voice quality and such quality
ordinarily is a stable identification cue. The approach we utilize
provides 40 parameters for development of the LTS vector: they are

generated by a Princeton Model 4512 FFT spectrum analyzer coupled to

one of our 11/23 computers.

The Vowel Formant Tracking Vector (VFT). Much use has been made of

vowel formant center frequencies, bandwidths and transitions by
individuals using t-f-a sound spectrographic techniques
("voiceprints") for speaker identification. While their approach is
not a very sophistricated one, the research completed suggests that
vowel formant characteristics can be important to the identification
task. The SAUSI VFT vector consists of an 48 parameter cluster made
up of a number of center frequency and transition measures for each
of the first two formants of four selected vowels (/i,a,ae,u/) within
a test utterance. A high-speed Fourier analysis hybrid system
currently is utilized with specific vowel formant frequency windows
are preprogrammed so as to make this system operable. Experiments to

date suggest that this vector is a robust one.

The Temporal Analysis Vector (TED). Only modest research in the

speaker identification area has focused on any of the temporal
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speaker identification area has focused on any of the temporal
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parameters that can be extracted from the speech wave (see Johnson,
et al, 1984). Nevertheless, proposody is an important identification
cue; there is strong logic that there are many elements within this
domain that can be identified, measured and utilized for recognition
purposes. Our vector here is composed of several sets of temporal
parameters that have resulted from our research; each set is based
on: 1) the total time of the sample and 2) a series of data points
obtained from the sample as it is sectioned into 10 equal levels.
Thus, the TED vector is made up of several sets of parameters which
include: (1) Total Speech Time (TST) - the period (in msec) it takes
the speaker to utter a predetermihed message; (2) Speaking Time Ratio
(S/T) - a measure of the total time acoustic energy is present during
a specific utterance: (3) Silent Interval (SI) - silent periods or
pauses (in msec) within the utterance and (4) Speech Rate (SR) - the
amount of speech material completed within a particular time frame.
Each of the three TED features (TST is a base measure) are, in turn,
made up of several parameter sets. That 1is, data for each are
obtained at 10 interval levels (above a predetermined base) for the
entire sample. Hence, there will be an S/T10, §S/T20, S/T30 and so
on. Data for this vector are obtained by use of a rectifier coupled

to one of the PDP-11/23 A/D converters, plus processing software.

Experimental Approach

The Data-Base. Most of the SAUSI research utilizes a data-base we

have established for this purpose at IASCP - it consists of over 1500
recordings of 357 speakers (males = 233; females = 124) variously

producing 24 classes of utterances. Experimental samples include
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(depending  upon the subset) normal reading/speaking, digits,
free/controlled disquise, telephone transmissions, varying dialects
and induced stress (two types); moreover, any type of noise can be
mixed with these recordings. While these are the experimental
samples utilized 1in the basic testing of our vectors, samples for
advanced testing are developed specifically for that particular
experiment on drawn from a second data base of 105 male and 21 female
voices obtained from actual cases (of several types: no

identification of the actual talker is possible of course).

Procedures. The actual procedures utilized can be understood by

reconsideration of Figures 2-3. As can be seen, the vectors all are
eveluated singly and in all possible combinations first in the
léboratory and then in the field. To be specific, the vectors first
are evaluated alone in both laboratory discrimination and
identification tasks utilizing relatively large subject populations
and in the presence of both system (limited passband, noise, etc.)
and talker (disguise, stress, etc.) distortions. To date, we have
found that the levels of identification have closely approached 100%
only for the LTS vector and for multiple vector analyses; however,
the other vectors are beginning to provide very high identification
levels also. There is now every indication that they can be used as
a multiple-vector profile -- and the conditions under which each
vector 1is robust are emerging. In any case, the experiments are
being replicated on the basis of the profile concept. Additionally,
the sensitivity of a variety of mathematical distances (Euclidean and
Steinhaus among them) are being evaluated. The field experiments

take a different form; they generally are of two types: military
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related and 1law enforcement related. The military type field
research is structured in an attempt to establish the identity of
talkers when their spoken messages are received over standard
communications gear and the received signal is mixed with "typical"
noice (transport, tanks, aircraft and similar). Foils are 20-25
individuals including several "sound alikes". Finally, since we
already have completed substantial research with “simu-crime"
procedures in the law enforcement milieu (plus 11 actual - or ‘"real
life" - evaluations in the field), one of our early experiments will
be described. In this instance, speech materials representing a
series of "crimes" were generated by "unknown talkers" -~ i.e., male
law enforcement agents simulating criminals. They extemporaneously
produced the spoken material on the basis of their experience with
the particular type of case; they then simulated speech materials for
the (known) exemplars which were drawn from the texL of the original
call. A number of different ‘crimes" were simulated with the
"knowns" and foils drawn from a group of 12-15 cooperating agents.
For purposes of this research, the correct "unknown" always was
included among the "knowns" (closed sets) and attempts were made to
include (among the foils) controls who sounded like the "unknown"
talker. All calls were made over a telephone circuit with the
recordings made on a "typical" police type cassette tape recorder.
The exemplars were recorded in a small interrogations room typical of
those used in regular police work -- and by an individual acting as
an investigator who obtained them (during the interview) over an open
microphone coupled to ’‘the tape recorder. The true identity of the
"eriminals" was logged but not revealed until all analysis procedures

were completed and the decisions made. Correct identifications
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ranging from 70-90% were found and subsequent field experiments of
this type have produced still better identifications (most close to
or‘ at 100%). The SAUSI procedure also provided accurate matches (or
nonmatches) in the 11 "real life" trials but, of course, data of that

type are quite subjective.

Research on SAUSI

It is not the purpose of this paper to review the 500 plus
experiments we have carried out on our system (SAUSI or Semiautomatic
Speaker Identification system). Rather, its characteristics have
been outlined to 1illustrate what one approach to the speaker
identification task might be like and to provide a very small amount
of data to demonstrate the output of this type and how it can be
used/evalated.

Moreover, it should be remembered that our approcah addresses
the very severe limitations imposed upon the identification task by
the forensic model (i.e., one referent; one test sample). Coupled to
this rather harsh research design, we initialy chose to force matches
(or non-matches) from the large field of (26) voices -- i.e., the
known plus 25 foils (or controls) repeated for all subjects -- and to
utilize the nearest neighbor statistical approach. In any case, many
investigations were carried out with the signal degraded in numerous
ways; and the vector changed, upgraded and/or improved. The
experiments to follow should serve to illustrate this process.

An early experiment demonstrating the effect of combining the
vectors (used at that time) into pairs is shown in Table 1. As would
be expected, we were most interested in what would happen to the

identification levels to LTS and SFF when they were directly combined
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with each other and with other vectors. As can be seen by
examination of the table, one of the results of this design is that
sometimes the levels of correct identification are reduced by
multiple vector processing. However, there appear to be reasonable
explanations for this outcome. First, data found in the research
literature has demonstrated again and again that, when vectors are
merged on a simple basis, the number of parameters within these
multiple vectors begin to exceed the diminishing returns rule. That
is, the system moves onto the negative shope of its performance curve
and this situation is only exacerbated by continual addition of
parameters. Thus, instead of improving performance, the addition of
new parameters induces confusions that reduce overall vector
effectiveness. 1In any case, we now are aware that, as more vectors
are combined, the total number of parameters will have to grow very
slowly, be kept constant or, quite possibly, reduced -- and at what
point these changes must take place. One solution is to
systematically include and exclude various parameters within a given
vector (and vector combination) and continue the process until the
particular vector/parameter configuration is optimized. Another
potential solution 1is to normalize the distance (Euclidean and
Steinhaus) data and then combine these values mathematically and this
is one of the several processes that currently we are stressing.

Two additional evaluatjons are provided in order to illustrate
some of the more practical tests (and more recent ones) that have
been carried out. In the first of these two cases (a fairly early
one), the speech of a known talker (k) was contrasted to nine other
individuals. Speaker U was believed to be K but the recording was

made in the field and was of relatively poor quality. The eight
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foils were drawn variously from field recordings and from our data-
base (sound-~alikes of K were sought). Four SAUSI vectors were
applied singly and in all combinations. As can be seen in Table 2, U
was selected as K in all cases except one - in that case, U was the
third choice. When the statistical probability was calculated, the
test indicated that there was a 87% chance that U was K, a 35% chance
that Fl1 as K and (decreasing to chance levels) the other foils were
K. It was concluded that SAUSI was able to identify the "suspect"
(U) as the criminal (K). However, it was shown here that the INT
vector (one based on analysis of the intensity of speech) was in need
of restructuring. (It was replaced by VFT and currently is being
revised).

The second example of a field evaluation (Table 3) involves an
open set as the actual criminal was not known to be among the
- suspects (however, K was the prime suspect). The basic sample of the
unknown (U) was derived from a 20 minute conversation he had over the
telephone with a second person. Moreover, all speech was in a
foreign 1language, and the principals used 1low, often soft,
conspiretal voices. There were three exemplars of the prime suspect.
The first (KI) was taken from the audio portion of a television tape
of K giving a public address in a 1large hall. The second tape
recording was made under circumstances more like the original
telephone call (K2N) with the third recording (K2F) made from K2N by
processing it through a telephone bandpass. Because there were
several exemplars, only five foils (or controls) were utilized (all
were nativé speakers of the language employed by U and K) -- with
foil K4 especially selected as a person who sounded a great deal like

the unknown. Three vectors were used: LTS, VFT and TED (the SFF
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hardware was being repaired at the time of this experiment) and first
U, and then K2F were compared with all other eight samples. All
resulting distances were normalized and converted to functions or, or
distances from, the target. As can be seen from the overall values
appearing on Table 3, U, K2F and Kl all clustered around each other
with only K2N a little marginal. None of the foils -- including K4 -
were competitors. Soon after the report to this effect was submitted
to the agency requesting it, it was learned that K had admitted
making the phone call in question.

In summary, it must be remembered that, in the illustrative set
of subprojects described, we have tested SAUSI under the most
stringent of possible conditions. 1In one case with: 1) a relatively
small (statistically anyway) population, 2) only one reference sample
per subject, 3) a single test sample.per subject and 4) noise and
telephone Dbandpass disFortions present. In the other (field) cases,
a typical forensic model was ﬁtiliieé with the samples noisy,
(telephone) bandpassed, noncontemporary, language independent and so
on. Moreover, it must be remembered that it was only with the 1last
of the two field evaluations that the (new) normalized distance
procedure was utilized. Nevertheless, identification levels which,
at worst, were many orders of magnitude above chance were obtained.

In short, substantial progress has been made in our
semiautomatic speaker identification system; we expect inprovements
to continue. Nonetheless, even though this (SAUSI) system is one of
the leading approaches currently avaialble, it is not possible ¢to

state that there 1is any system presently in existence that is

complete and operational.
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Table l. Percent correct classification when individual vectors are
combined into multiple vectors.

Condition Males Females
Vector 1 2 3 1 2 3
Normal/Normal
SFF/LTS 38 54 65 23 35 46
INT/LTS 46 54 S8 38 50 62
TED/LTS 15 19 27 12 27 27
SFF/INT 31 42 42 19 19 27
SFF/TED 15 19 31 11 23 23
INT/TED 15 19 23 11 23 23
Noise/Normal
SFF/LTS 15 27 31 42 50 62
INT/LTS 15 23 27 35 46 59
TED/LTS 23 31 46 15 27 31
SFF¥ /INT 23 38 54 35 46 58
SFF/TED 15 27 42 15 27 35
INT/TED 15 31 38 11 27 27
Bandpass/Normal
SFF /LTS 4 8 12 4 8 19
INT/LTS 8 12 15 0 8 15
TED/LTS 4 12 19 4 4 15
SFF/INT 4 8 12 8 8 15
SFF/TED 4 11 19 4 11 15
INT/TED 4 8 19 4 [A 15
Noise/Noise
SFF/LTS 42 69 81 31 35 42
INT/LTS 46 58 65 31 46 58
TED/LTS 15 15 23 15 19 19
SFF/INT 27 54 62 19 31 35
SFF/TED 15 19 27 8 19 19
INT/TED 15 31 39 4 19 19
Bandpass/Bandpass
SFF/LTS 35 65 73 73 73 85
INT/LTS 23 27 35 19 31 42
TED/LTS 12 23 42 15 31 38
SFF/INT 39 62 73 35 39 58
SFF/TED 19 35 35 19 31 &5
INT/TED 11 27 31 15 27 35
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Table 2. A field test of four early SAUSI vectors by the three
nearest neighbor ranking procedure. A known talker was

contrasted to that talker in the field (U) plus eight
foils (F).

VECTOR SPEAKER

U Fl F2 F3 F4 F5 Fé6 F7 F8

SFF 1 - 2 - - 3 - - -

LTS 1 3 2 - - - —_ -— —
TED 1 - - 2 - 3 - _— —
INT 3 - - 2 1 —-— — - -
SFF /LTS 1 3 2 - - - - - -
SFF/TED 1 - - 2 - 3 - - -_—
SFF/INT 1 - 2 - - 3 —-— - —
LTS/TED | - - - 3 2 - - -—
LTS/INT 1 3 2 ;™ - - - - —
TED/INT 1 - - 2 3 - - — —
SFF/LTS/TED 1 - - -— 3 2 - - _—
SFF/LTS/INT 1 3 2 —_— - - - — -
SFF/TED/INT 1 - - 2 —— 3 - - -—
LTS/TED/INT 1 - - - 3 2 - - -
ALL VECTORS 1 - - - 3 2 -— - -

% probability
subject is K 87 c 28 23 23 35 c C c

(C = chance or near chance)
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Table 3. Summary table of normalized distances based on the closet match when
the unknown talker 1is compared to himself, the knowns and foils
(controls) — and when K2F is contrasted to the other individuals in
a like manner. Three vectors were employed; all values are distances
from the closest match.
Test/Vector U K2F K2N K-1 Fl F2 F3 F4 F5
Unknown
LTS 0.127 - 0.116 0.649 1.559 1.973 1.487 1.468 3.214
TED -- 0,005 0.032 0.008 0,014 0.011 0,012 0.010 0.014
VFT 0.216 1.173 0.216 0.628 2.174 0.216 — 2.628 0.381
TOTAL 0.343 1.178 0,364 1.285 3.747 2.200 1.499 4.106 3.609
K2F
LTS 0.547 - 1.897 0.494 2.138 2.487 1.632 1.202 3.286
TED -- 0,002 0,020 0.006 0.011 0.008 0,009 0.008 0.011
VFT 2.146 - 2,146 1.303 0.001 2.146 2.622 0.214 0.535
TOTAL 2,693 0.002 4,063 1,803 2,150 4.641 4.263 1.424 3.832
Overall
Distance 3.036 1.180 4.427 3,088 5.897 6.841 5.762 5.530 7.441
Rank 2 1 4 3 7 8 6 5 9
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A. Introduction

In the early 1950's a minor revolution occurred in
biology. A structure for DNA (deoxyribonucleic acid) was
described which accounted for many of the then-known properties
of DNA (1). An accompanying set of hypotheses called the
central dogma was also ennunciated (1-3). In it the concept of
DNA transcription to RNA and thence translation into protein was
proposed. The concept implied that one gene would give rise to
one enzyme, This was subsequently modified to encompass all
proteins and thus the one gene-one protein concept was born.

The ensuing years have seen a vast increase in mankind's
‘knowledge of the structure of DNA, its conformational behaviour,
its blosynthesis (synthesis, replication and processing) and its
role in fprming the genetic basis of many species, including
humans.

At the technological level many of the advances made
in the understanding of DNA have only been possible through the
usé of procedures which employ highly radioactive DNA fragments.
The fragments are usually made radioactive by incorporation of
the B-emitter *2?P atom into the sugar-phosphate backbone of the
DNA polymer. The availability of these highly radioactive
fragments has meant that it has become possible to search for
and locate specific genes occurring in the genomes of many
different speciesa. This development has also meant that, where
the identification of biological specimens previously relied on

the presence, absence or variances of the proteins or
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carbohydrates Iin the sample, it has become possible to locate
the gene from which the proteins or carbohydrates arose, In
principle, it is possible to go through a genome, gene by gene,
and determine the genetic make- up of the DNA of the particular
organism under investigation.

To give some 1dea of the degree of difficulty of
searching for a single gene in the genome of a species, let us
consider the case of a single gene comprised of about 1000 base
pairs (bp), i.e. a gene of about 1 kilobases. This would encode
a protein of about 30,000 molecular weight considering that
every three base pairs could potentially designate an amino acid
of average molecular weight (i.e. about 110 daltons). A search
for this sequence in even the smallest, most primitive,
replicating structure known, a ;irus, is possible since most
viral DNAs range from 5 kb to 200 kb in size (Table 1).

In self-replicating systems, the degree of difficulty
6f searching for a single gene copy mounts. In bacterial
systems it rises by about 2-3 orders of magnitude., The gene
becomes now only one of 800 to 4000 contained in the bacterial
genome. In eukaryotic systems, i.e. fungi, yeasts, an extremely
sensitive assay system is necessary since the single gene copy
must be located amongst the 10-15,000 present. In the human
genome an enormous jump in thq degree of difficulty of locating
the single gene occurs. The search necessitates the location of
1 gene in 2.9 x 10% fragments of about 1,000 bps in length.

This is equivalent to searching for the proverbial needle in a

haystack. In spite of this difficulty, the application of DNA
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technology to the human genome 1is proceeding at a rapid pace
(4,5). Gene markers for many diseases are being sought and
found (6-10), It has even been suggested that a map of the
total human genome be made (11). A project of this scale would
be equivalent to the megaprojects (atom-smashers) proposed by
the high energy physicists.

Forensic science has not been untouched by all this
DNA-related aetivity. In the past few years, DNA has fallen as
the last bastion of macromolecular structures being used to
investigate fluids derived from humans., This has occurred not
so much because many single genes have been isolated, thereby
allowing for the typing and identification of human DNA, but
because of the discovery that several highly repetitive
sequences in human DNA seem to be inherited in an individual
gpecific manner.

It is the purpose of the present communication to
indicate how DNA technology is being applied in the area of
forensic science. In order to provide some background, the
technology of how DNA is isolated, handled and processed will be
reviewed. The subject of DNA probes will then be briefly
discussed and their application in the forensic science area
Wwill be described. Finally, some idea of what 13 required to
implement this type of teohpology will be given along with some

indication of the direction this technology will take in the

future.
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B. DNA Technology

In application three steps are required before DNA can
be used or tested. These are outlined in Figs. 1-3.

1. DNA Handling

Before use the DNA has to be isolated and cleared of
extraneous RNA, proteins, carbohydrates, lipids and other
contaminants (12)f Usually a combination of detergents and
enzyme treatments are applied to free up the DNA and remove
contaminants. The detergent most frequently used is sodium
dodecylsulfate while the enzyme treatments usually employed
broad-specifieity proteases such as pronase or proteinase K.

The DNA is then purposefully cut into smaller
fragments by using restriction endonucleases (12-16). These
enzymes cut the DNA at specific base sequences to leave either a
sticky end i.e. an end with a few unpaired bases or a blunt-end
i.e. an end with all bases paired.

The site cleaved by the restriction enzyme is quite
spécific. In small pieces of DNA e.g. bacterial plasmids, this
can mean only a limited number of fragments will be produced.
In large pieces of DNA, multiple cleavage sites are usually
present. The fragments produced are separated by eletrophoresis
in agarose gels (usually horizontal submarine gels). The
separation is by size and, for DNA where a limited restricted
number of restriction enzyme cleavage sites are present, this
cleavage results in only a small number of bands. In the case

of human DNA many fragments are usually produced resulting in a
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gel which has the DNA smeared from one end to the other as
visualized by ethidium bromide DNA-specific dye staining.

After separation, the DNA 1s immobilized by transfer
to a membrane made of either cellulose nitrate or cationically
charged nylon. This step is done in order to make the
subsequent hybridization and detection steps more convenient.
The transfer from the wet gel is done by either fluid absorption
or electroblotting. Both work equally well and each has its own
set of advantages and disadvantages. For example, simple
blotting allows for the capture of most fragments but it is a
slow process (>24 hours). Electroblotting is somewhat faster
but suffers from the fact that fragment transfer rates differ
and occasionally fragments may be lost.

~The binding to the support membrane is initially only
by electrostatic attachment (cationic nylon) or weak covalent
bonds (cellulose nitrate), These bonds are usually strengthened
gy a DNA~-denaturing, heat process (baking). More recently a
phdtochemical process (i.e. fixation of DNA to the membrane by
ultraviolet irradiation) has been suggested as an alternative to
this baking process.

The whole process of DNA transfer and immobilization
on a membrane is called Southern transfer after its inventor,
E.M. Southern (17).

2. DNA Hybridization

The DNA helix consists of two single-stranded

polynucleotide fragments. The two polymer chains all held in

~
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place by the required adenine-thymine (A-T) (low strength),
guanine-cytosine (G-C) (high strength) associations. Strand
separation requires an energy input, usually heat. The process
can be followed by observing changes in the ultraviolet
absorption spectrum (Figf 2a). The temperature at which strand
separation occurs is determined by the G-C content of the two
strands and is termed the melting temperature (Tm) (Fig. 2b).
Reassociation of the separated strands occurs when the
temperature is dropped (Fig. 2¢). The extent and rate of
association is controlled by the level of homology (similarity
of nucleotide composition) found between the two strands. A
high degree of homology (good base pair AT/GC matching) leads to
a rapid and extensive reannealling of the chains and restoration
of the original ultraviolet spectrum. The extent of homology of
sequences contained in two strands can be assessed by this
process. The process can be carried out at equilibrium by
placing the two separated strands at a temperature just at the
Tm. This will lead to strand reassociation related to the
degree of homology between the chains. The overall process of
strand reassociation, also known as DNA hybridization, 1is
influenced by other factors e.g. salt type and concentration,
solution pH, polymer additives and water activity (aw) (18). By
adjusting these parameters two highly homologous strands will
exhibit on almost complete reassociation of the two strands.
Under these restrictive conditions, also termed high stringency

conditions, the extent of homology between two chains can be
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assessed., These operations are usually carried out at
temperatures around 65-70°C, The addition of a neutral organiec
solvent, formamide, can also be done to allow the DNA
hybridization to take place at lower, more manageable
temperatures (40-U45°C).

3. DNA Detection

In practice the association of fragments is followed
by radiolabelling the DNA sequence of interest and determining
its presence or absence when the fragments are brought together.
In practice an immobilized fragment of DNA is probed for the
presence of a particular sequence by hybridizing it with the
complementary radiolabelled sequence., Labelling of the
complementary fragment is done by using highly radioactively
labelled *2?P-containing compounds (4,000-8,000 Ci/mM). Several
methods for incorporating the radiolabelled precursors into the
fragment are used (Fig. 3) (19-25).

. The ends of the chains can be labelled with phosphate
in"a dephosphorylation-phosphorylation sequence, involving 5°'
addition of phosphate employing radiolabelled Y 2P ATP and i
polynucleotide kinase, while 3' additions can be done using

a *2P ddATP and terminal transferase. These methods, while
satisfactory for the labelling of small fragments, usually do
not give probes of sufficiently high specific activity for
multikilobase probes.

In order to get labelled DNA of sufficient specific

activity the addition of nucleotides to the polynucleotide
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chains is the preferred method. This addition can be done:

1) by insertion of nucleotides into the sticky ends created by
restriction enzyme cleavage by using terminal transferase or T,
DNA polymerase and radiolabelled nucleotides; 2) by tailing thé
polynucleotide chain with T, DNA polymerase and only one
radiolabelled nucleotide; 3) by using multiprimers (short
hexanucleotide sequences of random composition) and
radiolabelled nucleotide(s) on the separated strands in the
presence of the large fragment of E. coli DNA polymerase 1
(Klenow fragment); 4) by nick translation whereby the endo~- and
exonuclease activity associated with DNA polymerase (pol 1) is
used to nick and remove nucleotides while the DNA polymerase
activity reinserts them into the chain.

. The detection of the hybridization is by 1liquid
scintillation counting or autoradiography. Hybridizations done
on large filters or in a dot-blot apparatus in a microtiter
format can be assessed by removal of the test area and counting
in the normal liquid scintillation media. Dot-blot
hybridizatioms and hybridizations after electrophoresis transfer
can also be assayed by autoradiography using X-ray film and
exposures ranging from a few hours to a week. These exposures
are usually done at -70°C with an intensifying screen to improve
the signal-to-background ratio. The intensity of the signal is
controlled by both the specific activity of the probe and its
concentration on the membrane along with normal self-quenching

of the signal observed.
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c. DNA Probes

The search for a specific gene or polynucleotide
sequence in the human genome requires two steps. The first is
the cleavage of the genome into manageable fragments using one

or more restriction enzymes. Even though in situ hybridization

and separatiom of large sized fragments in pulsed field
electrophoresis systems is possible, fragments of smaller, more
manageable size are separated in the electrophoresis systems now
used. Normally fragments ranging in size between 0.5 kb and

20 kb are separated on the agarose gels (0.8% » 1.2% w/v
composition). Fragments in this size range are readily produced
by restriction enzyme cleavage (12-16). Because of its size the
cleavage of human genomic DNA by any of the restriction enzymes
available produces a host of fragments in the 0.5 to 20 kb size.
Many of the fragments overlap when separated by the usual
electrophoresis procedures. Thus simple separation on an
agarose gel for gene location is not sufficient. A second step
is ‘required in order to locate the specific gene sequence being
sought. This step is aimed at differentiating the many
overlapping bands. A certaln degree of selectivity is required.
For this purpose a probe, or more specifically, a segment of the
sought after DNA, is used to hybridize with each of the
separated bands. Thus, Southern transfers are hybridized with
the radiolabelled probe sequence and the presence or absence of
the sequence sought is determined by autoradiography of the
membrane after thorough washing to remove molecules with

non-specific binding character.



240

Specific banding patterns can result from the process
of radioactive probe DNA-target DNA hybridization. Variations
amongst individuals in the specific banding patterns are due to
changes in the number and location of the restriction enzyme
cleavage sites or actual deletion or amplification of the target
sequence. The process of altering banding patterns related to
the use of various restriction enzymes is termed restriction
fragment length polymorphism (RFLP). A simple version of the
pattern shifts encountered is illustrated in Figs. 4 and 5.
Single probe site patterns shift location in a manner directly
related to the fragment size produced. Where two probe sites
are close together a more complex pattern results. Restriction
enzyme cuts made directly within the probed sequence (Fig. 5)
can result in the formation of two bands, depending on the probe
length and the position of the cleavage site.

A test of restriction enzymne cleavage site loss, gain
or shift can be made by using the restriction enzymes Msp II, a
CCGG sequence cutter, and Taq I, a TCGA sequence cutter (26).
Banding pattern shifts generated by the use of these two enzymes
are compared. The shifting patterns are usually related to a
base pair substitution at the enzyme cleavage site. This is a
very short range affect unlike the situation where an entire
gene sequence has had insertiens, deletions or rearrangements
occuring in it. These insertions, deletions or rearrangements
can only be checked by using a probe, better still several

probes, whose pattern of inheritance has been checked.
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"Which probes can be used?" is one of the most
important questions associated with RFLP work (26). Probes may
be taken from a library of probes prepared for completely
different purposes. They may also be generated by isolation of
a smaller fragment of the total genome e.g. isolation of
fragments from a single chromosome or from somatic cell hybrids
(i.e. animal cells containing a limited amount of human
chromosomal material). The small gene fragments can be used
directly or can be further fragmented to obtain a fragment that
detects an RFLP.

RFLP's can also be searched for by preparing probes to
specific genes (26-36). To date, however, most DNA
polymorphisms which have resulted from the use of a single copy
probe have been of the type associated with the loss, gain or
shift of ; restriction enzyme cleavage site, i.e. a single
point mutation, and not from the insertion, deletion or
rearrangement of an entire gene (37).

D. - Forensic Applications

Until fairly recently the biological revolution
associated with handling and manipulating DNA had not touched
the forensic science area. Most identification assays of a
biochemical nature relied on proteins and carbohydrates (38).
The use of DNA remained very quch in the background. Much of
the work being done on human DNA was being aimed at the
isolation of specific genes and determining the linkage between

various diseases and the structure of the genome (27,28,39,40).
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Until quite recently the technology being developed seemed of
limited use since it offered no apparent improvement, either in
accuracy or time, in establishing identification of body fluid
samples. In spite of this several examples of the use of DNA
probes for identification of body fluids have appeared (U41-44),

A probe originating from the HRAS-1 gene, a sequence
localized on the short arm of chromosome 11 near the insulin
gene, and a probe of the D14S1 locus of the teleomeric region of
the long arm of chromosome 14 which has been closely linked to
immunoglobulin gene, have both been applied to the RFLP
examination of blood and sperm as well as paternity analysis
(181—113)t Single RFLP bands and a limited range of multiple RFLP
bands were generated. Band identification was by band size and
identified to the nearest 40 bp in 2.6 kb sequences and the
nearest 60 bp in 4.0 kb sequences.

Probes of the simple oligonucleotide sequence (GAEA)n,
n = 2-5, the so-called simple quadruplet repeats (sqr) which
were originally found in female specific satellite DNA and
subsequently shown to be conserved in the eukaryotes, have also
been shown to generate an RFLP banding pattern in Alu I and Mbo
I digested human DNA (44). A (GATA), oligonucleotide appeared
to be an optimum probe length and generated a maximum number of
bands under the conditions used, DNA from seven unrelated
Caucasians, two Asians and one African were examined in this
case.

The limited number of bands revealed by these probes

suggest that these types of probes can be used under only very
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specific circumstances. Even considering the limited number of
bands scored, probabilities of identity calculated for these
Samples suggest that DNA analysis has a place to play in the
identification of body fluid samples. A multiple band structure
would be more desirable for identifying samples since many cross
comparisons could be made thereby reducing the probability of a
mismatch being made in samples. One of the first reports of
such a multiple banded pattern appeared in the literature in
1985. A.W. Jeffrey and colleagues described the use of a
specific sequence of DNA which, upon hybridization with
restriction enzyme-cut DNA from blood, produced a multibanded
pattern (45). The large number of bands produced suggested that
such a probe might have utility in specimen identification since
the pattern seemingly was individual specific (46).

The specific sequence used originated from a tandem-
repetitive minisatellite region located within the human
éyoglobin gene (U47,48). It was isolated and cloned as shown in
Fig. 6 (45). The hypervariable minisatellite region from which
the sequence was derived is similar to those previously found in
other gene seguences (45). A subset of the minisatellites have
cores 10-16 bp long and may be a signal for the gene
recombination required to generate these hypervariable regions
(us,ug,so)f

Southern blot analysis of Hinf I or Hae III cleaved
human DNA detected multiple hypervariable DNA fragments (45).

Jeffrey's and colleagues have developed two repeated sequence
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core probes. Each generates a different pattern of bands which
seem to be i;dividual specific and show somatic and germ-line
stability. Two large families have been studied with two of the
developed probes and segregation analysis of the banding

pattern done. Up to 34 autosomal hypervariable_loci were scored
and their suitability for linkage analysis was suggested
(51-53)7

A total number of about 60 hypervariable loci were
detected by both probes used. Most seemed genetically unlinked,
stability inherited and scattered over the entire human genome.
It was estimated that, although the areas used may be
recombinatoral hotspots (49,52), the estimated rates of unequal
exchange occurring at long loci was not sufficient to disturbd
any linkage between the minisatellite locus and the neighbouring
gene.

An example of DNA fingerprint analysis gathered in our
iaboratories using this type of probe is given in Fig. 7. The
multiband pattern developed by the three specimens is quite
evident and the effect of changing the restriction enzyme used
(Hinf I to SerF I) is also easily seen. An improvement of the
discrimination between bands in the smaller fragment region (2-5
kb area on the gel) is achieved by the use of Dra I in
combination with either Hinf I or ScrF I.

The forensic application of these DNA fingerprints
(54) was suggested since the probability of chance association

was calculated to approach absolute certainty (<3x107!'! with
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probe 33.15 and <<5x10~'® with probe 33.6). The probes were
subsequently applied in an immigration case to provide positive
identification and the probability of association was calculated
using 61 bands as identifiers (55). Using the basic data, the
likelihood of prior probabilities were also computed (56).

This particular example and the large volume of
commentary arising from it (56-61) has drawn attention to the
possibility of wider application of this type of technology to
the rapid identification of individuals. In one of the
commentaries (57) a table of percent chance of positive
identification was included. In it the total for all combined,
presently-used assays (some 19 in number, including HLA
analysis) was 99.7%. The results obtained to date using a
single DNA fingerprint analysis are as indicated above, far
better.

In use the minisatellite probe did not appear to pick
Lp bands originating from the X or Y chromosome. Probes with Y
chromosome specificity have recently become available (62-66).
In general, probes fall into one of several categories i.e.
those with one or very few copies per cell (about 50% of all
sequences), those having several hundred copies per cell (about
20% of all sequences), those having 10%*-10° copies per cell °
(about 15% of all sequences) and those with more than 10¢
copies per cell (the remaining 15%). To be Y-specific,
sequences have to fall into the single or low copy number

categories. They must also have high homology with the
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sequences on the Y-chromosomal DNA. Although high stringency
hybridizations and washes ensure high homology, with repetitive
sequences this may not be the case so that an absolutely true
indication of the repetitive element homology may not readily be
ascertained. Most of the Y-specific probes have some
cross-reaction with X-chromosomal DNA. Some, however, are true
single copy sequences having high Y homology. One of the more
recently deseribed probes is that described by Ngo and
collaborators (66). An example of the good sex typing results
we have obtained with this probe is given in Fig. 8.

The application of a Y-specific probe would permit sex
typing to be readily done on a variety of body fluids which are
at present typed only with difficulty (e.g. vaginal fluids),

~ Implementing DNA fingerprinting analysis requires that
several steps be followed. They are outlined in Table 2.
Sample retrival from various body fluids is an important aspect
;f the sampling procedure. Sufficient material of the required
qudlity must be recovered for assay. In general, for fresh
samples or those recently deposited i.e. less than a few hours
01ld, present little problem in recovering adequate material is
encountered. A blood sample containing 0.5-10 ug of DNA i.e.
about 10-100 ul whole blood is nominally required per RFLP
analysis.

At present, the affect of retriving aged samples has

been only tested under a limited set of conditions. The

observations suggest that, in samples of test material aged over
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a several week period, progressively less DNA is recovered using
a standard DNA extraction procedure. The recovered DNA is,
however, of reasonable quality since the resulting banding
pattern remains essentially the same as that found for fresh
samples.

Sample extraction from.material deposited on various
surfaces has not, to date, been widely investigated. Blood has
been deposited on glass and aged for up to 28 days with no
apparent change in banding pattern (pAW101, EcoRI cleavage and
pLM0.8 probes, Taq I cleavage) (41). Sperm DNA, was received
from several sites, (swabs lavage and from clothing) and tested
with the same probes (42). It was shown that the RFLP banding
pattern was the same as that generated by freshly drawn blood.
Although the initial work has suggested no influence of age or
collection site on the RFLP banding pattern only a limited
number of samples, few surfaces, probes and restriction enzymes

have been tested. Further work will, thus be required.

’ Storage is also another important aspect of the
sampling procedure. Most samples will require storage at -70°C
to impede further degradation. The storage could be the
specimen as collected or as the partially processed material.
Although high molecular weight DNA does not readily degrade when
stored at ultra low temperature the affects of very long term
storage over several years are not known.

The extraction of relatively intact DNA suitable for

"fingerprinting" or genetic identity testing from liquid blood
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samples is generally not a problem. The DNA containing cells

are ruptured and then, by a series of solvent extractions, the
protein removed without fragmenting the DNA. Once the DNA is

purified, the restriction enzyme being used can locate all of

its cutting sites. If there was failure to completely remove

the protein or traces of solvent from the DNA, the restriction
enzyme produces a partial digestion of its cutting sites which
can alter the RFLP pattern normally produced.

In bloodstains the cells are already ruptured and it
would seem an easy matter to extract its DNA contents. However,
this is not always the case as the proteins in the bloodstain
must first be treated by a protease digestion step. Once in an
aqueous solution, the DNA can be purified using the normal
solvent extraction protocol used for liquid blood. Contrary to
a liquid blood sample in the clinical laboratory, the quantity
of DNA in a blood or body fluid stain is a limiting factor.
Often associated with critical forensic evidence are small
volumes of the questioned body fluid stain (i.e. a blood smeared
knife blade, a discrete bloodstain on a suspect's clothing, a
vaginal swab taken longer than 12 hours after a sexual
assault). Each time there is a protein removing solvent step,
an amount of DNA is lost in the interface between the aqueous
DNA containing solution and the organic protein-containing
solvent. Generally in clinical laboratories, three or four
extractions are used for purifying DNA extracted from 5 mls of

liquid blood. For bloodstains, the equivalent volume of blood
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is 1likely to be 10 to 100 microlitres. Thus to obtain adequate
sensitivity a compromise must be made between quantity and
quality that potentially could alter the genetic identity-
testing result. Although not optimum, Gill et al. reported that
two phenol chloroform extraction steps were used to purify stain
extracted DNA. The extraction of quality DNA from human semen
in post-coital vaginal swabs requires elimination of the vaginal
origin DNA before genetic identity information can be generated
on the semen donor. A protocol used by Gill et al. successfully
ruptured the vaginal cells and extracted their DNA by using a
non-specific, protein digesting enzyme (proteinase K) in the
absence of a chemical reducing agent. The sulfur rich proteins
on the sperm head fail to digest until this chemical is added.
Once added to the reaction the sperm DNA will then go into
solution and can be recovered free of vaginal origin DNA by

solvent extraction.

In the next step, a restriction enzyme choice must be
ma;e. Several enzymes have been tried. They are: Eco RI, Tagq
I, Msp I, Alu I, Mbo I, Hae III and Hinf I. Their origin and
the cleavage site is given in Table 3. Two leave blunt ends
(Alu I and Hae III) while the others generate sticky ends of
variable length. The enzyme choice depends on the cleavage site
within genes being processed, the RFLP fragment pattern of
cleavage in the DNA being processed, the extent of methylation

of the genetic information and the hybridizing probe being used.

An Msp I/Taq I combination has been suggested\to eliminate site
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modification factors. Most cleavages done where minisatellites
banding patterns have been investigated have used Hae III or
Hinf I. The SerFI/Dra I combination described here (fig. T)
also seems to give good band discrimination in both the small
and large fragment size regions.

The membrane used to immobilize the restriction
fragments produced must be chosen. In general, nitrocellulose
membranes work well for large size fragments. Cationic nylon
membranes work well for the smaller sized fragments (several
hundred base pairs and lower). Sample size and availability
might restrict the number of trials possible and thus some
generalized protocol will be needed to ensure optimum
immobilization under most conditions.

Next on the list is probe choice. To date, the
minisateliite probe developed by Jeffreys seems to give the
highest aRd most rapid discrimination between samples. Other,
more specific gene probes likely will be required to back up the
original data. The number of choices will also be influenced by
the availability of the material being screened. Too little
material will require that a judicious choice in probes be made
in order to maximize the information content. At present
though, none of the probes are readily available for off-the-
shelf use save for one (see M13 below). This might require that
probes be constructed in-house, sometimes under license,

Data collection and analysis 1is being done by hand,

for the most part, and involves by-eye comparison of
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autoradiogrammes. Band migration distances are taken into
account. Band intensities can only be taken into account if the
material has been shown to be terminally digested. Partial
digestion of the sample, be it because of poor protein removal
or poor activity of the restriction enzyme, could lead to an
erroneous interpretation of the results if band intensity on a
single digest is considered. No attempts at automation of data
collection by digitization have, as yet, been reported.

The cost of implementing a service has not been
directly determined. 1In several reports it has been suggested
that, for low volume users, a cost of 250-300 $US per analysis
needs to be charged to have a profitable operation (61). To
some this might not sound like an excessive cost, however, their
are several factors which have to be taken into account when
costing out such a service. They are outlined in Table 4. The
equipment required and building requirements are those
frequently, but not always, encountered in other operations
where biochemical analyses are being done.

Operating costs can be high since DNA-processing
enzymes are low volume usage items having a relatively high
stocking cost (100 $US per stock unit). Even though only small
amounts are required per assay, most enzymes have low stability
when frozen and thawed thus requiring frequent stock
replacement, A major expense is also incurred in the provision
of radiolabelled nucleotides and labelling kits. With a 32P

half-life of 14 days it is evident that frequent replenishment
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of radiolabel stocks must also be made. A radiolabel disposal
protocol must also be implemented to handle the wastes being
generated. Membrane transfer products (nitrocellulose or
modified nylon) and special electrophoretic DNA-grade agarose
constitute some of the further expenses incurred.

One of the major expenses to be incurred will be that
associated with salaries. Most personnel being hired will have
backgrounds in the molecular biology area. The great
competition amongst the genetic engineering companies and those
companies now entering the protein engineering area have meant
that, quite frequently, Ph.D. level personnel will have to be
hired to do the work. A high level understanding of the
problems and pitfalls in the analysis 13 required and this is
gained usually through experience, implying that several years
of training at an advanced level will be required. As
gdvancements in interpretational skills are made and a better
understanding of the genetic basis of the banding patterns is
aeiuired, along with protocol standardization and the automation
of many steps, it can be expected that some of the burden can be

shifted to the technical level thus lowering overall salary

costs.

E. Future Directions

As seen above the use of systems for fingerprinting of
human genomic DNA appears to have a great future in the area of
forensic investigations. Work done to date certainly implies

that DNA fingerprinting analyses have the potential to replace
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many of the protein and carbohydrate-based assays being done
today. However, future developments in both the technological
and non~-technological areas will be needed before this DNA-based
technology finds its rightful place in forensic science.

1. Technological Developments

Many conditions need to be met before any genetically-
based marker system becomes part of the medico-legal community's
tools. 8Some of the conditions required have been alluded to in
a recent paper (68). They are as follows: 1) The true genetic
character of the systems being used to date will have to be
ascertained; 2) Interpretation of the results will require that
population gene frequencies and linkages (69-70) will need to be
assessed; 3) Nomenclature systems will -have to be set-up to
permit data recording and communication of results in as
non-pictorial fashion; 4) Standardization of protocols,
methodology, apparatus, reagents and markers will be required;
5) Reproducibility and reliability of the results will also have
to be tested through blind trials.

To meet all these conditions will require considerable
effort and several recent developments will have an impact on
the future course of the work. Developments in laboratory
equipment and processing protocols are underway. Much of the
specialized equipment needed .is already available but recent
additions include: a high temperature washer/hybridization
system and an apparatus for preparing a Southern blot and an

apparatus to extract high molecular weight genomic DNA.
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The development of non-radiolabelled systems is now
underway (7T1~-T4). Most are based on a biotin-avidin reaction
scheme with detection by an enzyme amplification assay (Fig. 9).
One, based on the HLA gene system, is already available (Cetus).
Newer systems based on fluorescent, chemi~ and bioluminence
systems are being developedf A new system for labelling DNA by
direct reaction has recently been described (75). At present,
these non-radioactive labels apply to systems with high copy
numbers since sensitivity of the assay does not yet approach
that of the radiolabelled systems. New developments in
substrate/enzyme combinations, based on coupling alkaline
phosphatase and a tetrazolium to formazaﬁ conversion (76,77)
(e.f. BRL-BlugeneR), suggest that the sensitivity limits can,
however, .be pushed even lower. Work done in our laboratories in
this area has just begun to test these lower limits. For very
low copy numbers application of gene amplification schemes will
be required. One such scheme, the polymerase chain reaction,
has been described recently (78,79) (Fig. 10).

The availability of alternate gene markers of a more
specific nature will be needed in order to meet the conditions
of genetic inheritance of the RFLP banding pattern. Work on
sorting out suitable markers for the various loci involved in
the minisatellite pattern has begun (51,80). Recently, ten
oligomeric sequences derived from the tandem repeat regions of
the myoglobin gene, the zeta-globin pseudo gene, the insulin

gene and the X-gene of hepatitus B virus have been used to
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develop single copy probes for use in defining the allelic
character of many of the bands seen in the band patterns
developed using minisatellite probes (81).

Alternate gene markers will also likely become
available as more and more genes become available. One of the
most likely sources 6f new gene markers will be those derived
from the Major Histocompatibility Complex (MHC) and, more
specifically, from the Human Leucocyte Antigen (HLA) system
(82). A vast literature on this system is available, i.e. 1600
identified loei (825 directly linked to chromosomes). This
system has already been put to use in defining linkage between
various gene loci and several diseases. It is not possible in
the present eommunication to touch on all the history of the
system and attempt to unravel the many interwoven strands which
led to tﬂe present day concept of this system. The reader is
referred to a recent summary of the vast literature on this
subject (83) and leading references to the organization of the
HLA genes (8%-86).

Although most, RFLP patterns have been generated by
probes isolated from sequences associated with conventional gene
markers other, more novel sources may be found. In fact, a
recent report may speed the practical application DNA technology
in forensic science. It was found that a multiple banding
pattern could be developed by probing mammalian DNA with the
phage vector M-13. Hypervariable minisatellites were detected

and traced to two clusters of a GC rich, 15 bp sequence located
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in the protein III gene of this bacteriophage (87). This phage
is readily available and testing of the multiple banding pattern
produced by the use of this system should rapidly proceed.

2, Non-technical Developments

Many of the legal and ethical aspects of this
technology have not been addressed. Patent protection for many
of the probes is being sought, including the M13 phage. Whether
they all will be granted will remain to be seen. If they are
granted, then implementation will be slowed while licensing
arrangements are worked out or other probes are being sought.

In the legal system, cases using DNA technology have
just now had their first exposure. Apart from two paternity
cases no other uses have been reported. The rights of the
defense or prosecution to use the technology could been
challenged (88). 1In line with recent suggestions that this type
of technology be used in the granting or refusing of life
insurance policies has also raised the problem of
coﬁfidentiality of results. This certainly will be a problem
where direct links between the banding pattern and various
lethal diseases or even the presence of a lethal virus such as
the retrovirus HIV (AIDS-virus) has been found.

In the Canadian context, a person can refuse to
provide a blood sample even when they have been charged with a
major criminal offense. Thus in the case where the perpetrator

of the offense has deposited DNA containing body fluid stain
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evidence but refuses to give a blood standard for the
investigation, the prosecution evidence could be rendered
ineffective unless the proper standard can be acquired.

In spite of the fact that this technology is in its
infancy and many problems need to be resolved, the future

application of this technology based on the use of DNA certainly

looks to be assured.
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