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Towards an Innovation Intensity I ndex:
The Case of CIS1in Denmark and Ireland’

Pierre Mohnen', Marcel Dagenais*
Résumé/ Abstract

Cet artticle a pour objet de construire un indicateur synthéique de
I"innovation, qui résulte d'une prédiction économétrique de la probabilité
d’ innover et du montant d’innovation que fera une firme, conditionnelle a ses
caractéristiques et a celles de I’environnement dans lequel elle opére. Cet
indicateur se fonde sur différentes informations de nature qualitative et
quantitative comprises dans |'enquéte innovation. L’indicateur permet de
comparer les performances d’'innovation entre secteurs, régions ou pays, pour
autant que les enquétes soient suffisamment homogénes. Cet article applique la
nouvelle mesure aux données de I’ enquéte innovation CIS 1 du Danemark et de

I’ Irlande.

The purpose of this paper is to propose a composite innovation indicator
derived from an econometric prediction of the likelihood of innovating and of the
amount of innovation performed by a particular firm, given information on its
characteristics and on the environment in which it operates. The indicator is
constructed from various pieces of information contained in the Community
Innovation Surveys. It combines qualitative and quantitative data. It allows the
comparison of innovativeness across industries or classes of firmsin a particular
country. To the extent that the national innovation surveys are sufficiently
homogeneous, it also allows comparisons across countries. This paper applies the
proposed indicator to the CIS 1 data for Denmark and Ireland.
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1 Introduction

Under the guidelines set out in the Oslo Manual (OECD (1992)) and under
the coordination of Eurostat, various European countries conducted an in-
novation survey for the year 1992. The Oslo manual and the Community
Innovation Surveys (CIS) grew out of a concern to capture: a) a wider range
of innovation activities than R&D expenditures, such as the acquisition of
patents and licenses, product design, personnel training, trial production, and
market analysis; b) indicators of innovation output other than patents, such
as the introduction of new products, processes and organizational changes,
the percentage of sales due to new products, the percentage of sales due to
products new to the industry, and the share of products at various stages of
the product life-cycle; and ¢) information about the way innovation proceeds,
such as the sources of knowledge, the reasons for innovating, the perceived ob-
stacles to innovation, the perceived strength of various appropriability mech-
anisms, and the recourse to research cooperation.

The purpose of this paper is to propose a composite innovation indicator
derived from an econometric prediction of the likelihood of innovating and
of the amount of innovation performed by a particular firm, given informa-

tion on its characteristics and on the environment in which it operates. The



indicator is constructed from various pieces of information contained in the
Community Innovation Surveys. It combines qualitative and quantitative
data. It allows the comparison of innovativeness across industries or classes
of firms in a particular country. To the extent that the national innovation
surveys are sufficiently homogeneous, it also allows comparisons across coun-
tries. As more surveys become available, we can proceed to a comparison of
innovation over time. This paper applies the proposed indicator to the CIS
1 data for Denmark and Ireland. The composite indicator is compared to
various partial indicators directly contained in the innovation surveys.

The paper is organized as follows. In section 2 we go over the various
partial innovation indicators available in CIS 1 and use them to compare
innovation records in Denmark and Ireland. In section 3 we discuss the
possibility of constructing a single composite innovation indicator. In sec-
tion 4 we present the model underlying our proposed composite indicator.
In section 5 we present the estimation results of our model and compare
our composite innovation indicator to the partial innovation indicators. We

summarize the main points of the paper in the concluding section.



2 Various partial innovation indicators

The CIS 1 dataset contains a rich amount of data on the input, the output,
and the modalities of innovative activities. Some of these data are quantita-
tive, some are dichotomous (yes/no responses), and some are polychotomous,
categorically ordered, data (on a scale of 1 to 5, the so called Likert scale).
On the input side, we have quantitative data on R&D expenditures and on
current and capital expenditures on innovation, and dichotomous data on
whether firms have engaged or not in R&D, in R&D collaboration or in
acquisition of technology. On the output side, we have the declaration of
whether an enterprise has introduced a new product or process, the percent-
age of sales with respect to incrementally or significantly changed products,
the percentage of sales at various stages of the product life-cycle, the sales
share of innovative product new to the enterprise/group, and the sales share
of innovative products new to the industry.! Innovation and R&D expendi-

tures are further broken down into products and processes and sales figures

!The various sales percentages are in principle data on a continuous scale between 0
and 1. They are, however, often reported in round figures. In the French survey, they are

simply treated as a categorical variable.



are split into domestic sales and exports.? On the modalities of innovation,
we have dichotomous data on whether R&D was done on a continuous ba-
sis, and in cooperation with others, and categorical data on information for
innovation, the reasons for innovating, the perceived obstacles to innovation,
and the perceived strength of various appropriability mechanisms.?

Do these various indicators coincide? There are good reasons to think
that input and output indicators might differ. First of all, not all firms are
equally efficient in turning research efforts into sales, productivity or profits.

Secondly, firms may have different ways of innovating. Some rely on their own

research, others rely more on research networks or on the outright purchase

20ther measures of innovation output, not contained in the CIS surveys, are the number
of patents (used by Crépon, Duguet and Kabla (1996)), the number of innovation counts
(used by Albach et al.(1996)), and the number of new product announcements in trade
journals (used by Brouwer and Kleinknecht (1996)). These three indicators are more
objective than the self-assessment responses from the innovation surveys, but they suffer
from a selection bias due to the firms’ own propensity to patent, to declare an innovation,
to publish new findings in trade journals, and also due to the patent officer’s or the
publisher’s acceptance of the innovation as worthwhile. Moreover these indicators do not

convey any information on the success of an innovation.

3For a thorough discussion on the comparison amongst a number of innovation indica-

tors (even beyond those contained in the CIS I surveys), see Kleinknecht (1999).



of ideas. Different structures in the current expenditures on innovation can
therefore coexist, just as firms can have different technologies of production.
Therefore reliance on R&D expenditures alone might give a false impression
of the comparative innovation efforts or capacities.

These points are illustrated in the following two studies. Baldwin and Gel-
latly (2000) show that the ranking of Canadian newly born firms in terms of
innovation capacity depends on whether one emphasizes technological com-
petencies (e.g. computer-controlled production or use of information tech-
nology), innovative competencies (e.g. R&D, introduction of new products)
or human capital skills (e.g. training, skilled personnel). All new firms are
strong somewhere. Crépon, Duguet, Kabla (1996) report that only 20% of
the 9871 French manufacturing firms in their sample which did some re-
search in 1989 innovated between 1986 and 1990, whereas only 74 percent of
all innovators performed some R&D. These numbers show very clearly the
difference between R&D and innovation.

In spite of this, various studies show that the alternative measures of inno-
vation are correlated to some extent. Crépon, Duguet and Kabla (1996) use
the French innovation survey, which covers the period 1986-90, and compare

four indicators of innovation: the amount of R&D, the number of patents,



the dichotomous variable indicating whether or not a firm made a radical in-
novation, and the share in sales of new products. They find similar sectoral
and firm-specific determinants for the four innovation measures, although the
explanation is stronger for R&D than for the share in sales of new products.
The four indicators are therefore likely to be correlated. A similar exercise has
been done on the Dutch innovation survey data by Brouwer and Kleinknecht
(1996). They compare the determinants of new product announcements, of
the shares in sales of products new to the firm but not to the industry (imi-
tations), and of the shares in sales of products new to the industry (genuine
innovations). They estimate a generalized Tobit model and find that R&D
is correlated with the probability to innovate, whatever the measure of inno-
vation, but not with the level of it, except for imitations. They also find a
similar estimated ”innovation production model” on the three sets of data.
Crépon, Duguet and Mairesse (1998) relate the share of product less than
five years old to the stock of R&D. They estimate an elasticity of the former
with respect to the latter of 0.3 on French innovation data.

Before comparing various partial innovation indicators from CIS 1, we

want to make a few remarks about the data they contain:

1. We should bear in mind that the data we are working with have been



micro-aggregated by Eurostat for reasons of confidentiality (Eurostat
(1996) explains the micro-aggregation procedure used). On the ba-
sis of statistical criteria (such as sample distributions by deciles, vari-
ance, Pearson correlation coefficients) Eurostat (1996) concludes that
the quality of the micro-aggregation is quite good. However, it admits
that the quality is not the same for all variables (because the response
rates are higher from some variables than for others) and that the
comparability between the original and the micro-aggregated variables
deteriorates in the tails of the distributions. In the sequel of the report

we shall treat each observation as pertaining to a particular firm.

. We should also be aware of the inherent limitations of the data. As dis-
cussed at great length in Archibugi, Cohendet, Kristensen, and Schéf-
fer (1994), the first round of the Community Innovation Surveys has
a number of deficiencies: the national surveys differ regarding sample
units, coverage, cut-off points in the number of employees, actual data
collection and sampling design. The questionnaire was perceived to
be too long, which could explain the low response rates as well as the
bad quality of, and inconsistency in, some of the responses. Especially

many non-responses were observed for the items ”expenditures on inno-



”n

vation”, ”"sales according to life cycle” and ”sales from new or improved
products”. The international comparability of the CIS data is there-
fore hazardous. The data are probably better suited for cross-industry

comparisons within countries than for cross-country comparisons.

. There is little information in the dataset regarding non-innovators.
Firms are first asked some general questions on their identity, such
as their total sales (broken down into domestic sales and exports),
their number of employees, their industry affiliation, and their possible
belonging to a conglomerate. Then come the three central questions:
whether or not they have introduced a new or a changed product,
whether they have introduced a new process, and whether they intend
to do either one in the near future. If they respond "no” to the three
questions, they are only asked for their perception of a list of obstacles
to innovation. And that completes the questionnaire. We thus have
very little information in the CIS 1 database to discriminate between
innovators and non-innovators. In some countries, subject to data ac-
cessibility, innovation surveys can be merged with other surveys on the
same business units. Access to these data then allows a deeper analysis

of the innovation potential for non-innovative firms and a correction for



selectivity bias in econometric analyses on quantitative data character-

izing innovative firms.

We have cleaned the data for outliers, missing values, and inconsistencies.
We have eliminated all enterprises with less than 20 employees, with missing
industry affiliation, with sales growth from 1990 to 1992 lower than -40%
and higher than 250%, with R&D/sales ratios positive but lower than 0.1%
or higher than 50% or with current expenditures on innovations positive but
lower than 0.1% or higher than 100% of their sales. Table 1 summarizes the
outcome of this cleaning exercice.

A first way to ascertain the innovation performance is by way of count
data. We can count the percentage of innovating firms, the percentage of
innovators with products new to the industry, the percentage of R&D per-
formers, the percentage of continuous R&D performers and so on. Table 2
presents some of those count indicators. Of the total number of manufactur-
ing firms in the restricted sample, 65% of them have innovated in Denmark
against 77% in Ireland.* Two thirds of the innovators (or 42.6% of all firms

in the sample) have introduced a product new to the industry in Denmark.

4As some firms declare that they have introduced or developed a technologically
changed product or process, but do not report any sales of new products, we have been

conservative and only considered as innovators those that actually report a share in sales

9



No information on this variable exists for Ireland. Of all innovating firms
in Denmark (Ireland), 82% (67%) are R&D performers. By the way the
questionnaire has been formulated, we have unfortunately no information on
the number of R&D performers who have not innovated. The proportion of
innovating firms is generally higher in Ireland than in Denmark. The no-
table exception is the amalgam of industries 23 and 24 (refined petroleum
and chemicals).

A simple count of the number of innovators has, however, a number of
drawbacks. First, it does not truly reflect the importance of those innova-
tions. Some are minor product improvements, others relate to a whole new
product line. There is not, as patent citations are for patents, a measure
that one could use to attach weights to innovations. Some of the responses
to the innovation are subjective, based not on a company’s accounting data
but on the respondent’s own judgement (e.g. drastic vs incremental inno-
vation). What is considered to be an innovation for a small firm might not
qualify as such for a large firm. Product innovations might be more often
declared than process innovations. Second, a cross-sectional comparison of

innovation counts is not very meaningful if the industry concentration (the

due to new products.
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number of firms per industry), the statistical definition of a firm, and the
sample coverage differ.

A second way of measuring innovation is by way of quantitative data
on innovation inputs. We have selected two measures: the traditional R&D
expenditures, and the more encompassing concept of current expenditures on
innovation. R&D, as defined in the Frascati manual, is a concept firms should
be familiar with since R&D surveys have been conducted for many years now.
Current expenditures on innovation is a new concept, which, as we shall see,
firms have evidently not well grasped. It comprises expenditures related to
R&D, acquisition of patents and licenses, product design, trial production,
training and tooling-up, market analysis and others not elsewhere classified.’
Few firms, however, run an accounting for innovation expenditures, whereas
they often do so for R&D expenditures if only for claiming tax deductions.

The new variable is thus badly measured. It is even often left unanswered.®

5In the 1992 CIS for the Netherlands, for a sample of 8874 firms, Brouwer and
Kleinknecht (1997) report that R&D accounts for 34% of total innovation expenditures
in manufacturing and for 20% in services. In Italy, R&D expenses amount to 20% of
innovation costs, in the Nordic countries to 50% (Archibugi, Cohendet, Kristensen and

Schiffer (1995)).
6Brouwer and Kleinknecht (1997) have estimated that the probability of giving accu-

rate estimates increases with the R&D intensity and with the tendency to do R&D on a
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A third way of measuring innovation is to resort to quantitative data on
the output of the innovation process, the sales due to new products. Those
can be decomposed into sales of incrementally changed and of significantly
changed or newly introduced products. We have regrouped the two categories
and exploited instead the distinction between sales of products new to the
firm but known to the industry and sales of products new to the industry. The
former can be assimilated with imitations, the latter with drastic innovations.
Two innovations can be of unequal value in terms of sales, exports, or profits.
Therefore, it would be best to weight them differently according to their
impact on the variable one is interested in. In a way, that is what the share-
in-sales indicator does. If an innovation is very successful, it generates a high
percentage of sales from new products. A high share may, however, also imply
that many new products have been introduced in recent years, some being
more successful than others. Strictly speaking, the two output measures
pertain to product innovation. We have no measure of the impact of process
innovation. However, the firms which declare to be product innovators most

of the time also declare to be process innovators.” Auzeby (1996) noticed the

continuous basis.

"In our sample, there is no occurence of a Danish entreprise doing process innovation

without also doing product innovation and only 5 firms do product innovation without

12



same with the French innovation survey. It can indeed be argued that a new
product generally requires a new production method, while new processes
are hard to introduce without changing the products.

In table 3 we compare the four quantitative indicators (R&D, current ex-
penditures on innovation, sales due to changed or new products, and sales of
products new to the industry), expressed as percentages of total sales, at the
industry level. The figures are sales-weighted averages of individual figures.
A better way to aggregate the individual indicators would have been to use
value added as weights, value added reflecting more accurately the impor-
tance of firms in total activity. Value added is, however, not available from
CIS.® The conclusions we draw are not very different if we use employment
weights instead of sales weights.

The first thing to notice is the high intensity of R&D in the innovation
sample. An R&D/sales ratio (even lower than the R&D /value-added ratio)
of 3.5% for Denmark is inconsistent with the OECD-reported Danish ratio

of gross expenditures of business enterprise R&D over disposable income

doing process innovation. In Ireland, the figures are respectively 5 and 3.

8We have data on labor in the questionnaire, but no information of labor costs, which
could have been used as a proxy for value-added, under the assumption of uniform wages

within an industry.
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of 1.3%. Either the innovation sample is biased towards innovators or the
respondents declare more R&D in the innovation survey than in the R&D
survey. The difference is somewhat less pronounced in Ireland..

There is a striking incoherence between the ratio of R&D over current
innovation expenditures that can be computed from the two separate items
in the questionnaire and the ratio that is directly reported by the respon-
dents when asked about the R&D composition of their current expenditures
on innovation. In Denmark, the computed ratio is 1.41 for all innovators and
the weighted average of the declared ratios is 0.48. The fact that the former
is greater than 1 clearly shows the misunderstanding regarding the definition
of the current innovation expenditures. In Ireland, the inconsistency is not so
strong, the computed ratio being 0.56 and the declared ratio 0.29. One pos-
sible explanation for this incoherence is that current innovation expenditures
and their components were interpreted by the respondents as pertaining only
to the costs of current innovations, those that materialized in new products
or processes declared elsewhere in the questionnaire, whereas the question
on R&D was understood as pertaining to R&D as an investment, whether
it lead to immediate innovations or not. In some instances, it was crystal-

clear that the question was interpreted as asking what innovation costs were
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incurred besides R&D expenses (although the questionnaire clearly defined
innovation costs as including R&D expenses). Moreover, innovation expen-
ditures sometimes referred to product innovations only, sometimes to both
product and process innovations, and, for some countries, it was not even
clear which definition was really meant. Current expenditures on innovation
is thus not a very reliable indicator.

We report the quantitative indicators once with respect to all firms, once
with respect to innovating firms only, i.e. the numerators remain the same,
only the denominators differ. For all firms in the sample, sales of changed or
new products account for 35.5% of total sales in Denmark and for 31.5% in
Ireland. The figure climbs to a sizeable 47.6% and 41.0 % respectively for the
subsample of innovating firms. The proportion of sales due to products new
to the industry represents 12.7%, or roughly one third of innovative sales, in
Denmark. For Ireland, this information is not available in CIS 1.The innova-
tion ratios with respect to overall industry sales reflect both the intensity of
innovation for innovating firms and the percentage of innovating firms. For
instance in textiles and leather (industries 17-19) Danish innovating firms
are very innovative in terms of the percentage sales in new products (79.2%).

If we correct for the fact that only 50% of the respondents declare to be in-

15



novators, the indicator drops to 41.8%. The Irish firms in this industry only
have 37.3% of their sales in new products, but given that a high percentage
(80.9%) of the respondents declare to be innovators, the industry-wide sales
percentage of the new products indicator drops to only 30.3%. We also re-
port statistics on small firms, defined as firms with sales below the median
sales figure for the whole sample. Smaller firms are less innovative on almost
all counts in Denmark, while in Ireland they score higher in R&D /output
and innovation expenditures/output ratios.

Table 3 illustrates the difficulty of choosing a single innovation indica-
tor and the advantage of using separately the input and output indicators.
The two output indicators achieve the highest score for the motor vehicles
and other transportation equipment industry (industries 34-35) in Denmark
and for the manufacture of machinery and equipment in Ireland (industry
29). These superiorities are not at all reflected in the input indicators. Both
countries achieve the highest R&D intensity, and also the highest intensity in
current expenditures on innovation despite the inconsistency, in petroleum
refining and chemicals (industries 23-24) and in electrical and electronic ma-
chinery and equipment (industries 30-33). Danish firms are more R&D-

intensive than Irish firms. Only in wood, paper and printing is Ireland ahead
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of Denmark. However, Irish firms declare a higher percentage of sales in new
or improved products than Danish firms in 6 out of the 11 industries.

In table 4 we examine the pairwise correlations between the four quan-
titative innovation measures. The two input indicators and the two output
indicators are highly correlated, which is normal since one is a component
of the other one. Moreover there is probably a time lag between the inputs
and the outputs of innovation which, given the cross-sectional nature of our
data, we are unable to take into account.

The main conclusions we can draw from the analysis of the partial indi-
cators of the Danish and Irish CIS 1 data can be summarized as follows:

1. Current expenditures on innovation is a variable of dubious quality.

2. There is more to innovation expenditures than R&D but the two
measures are highly correlated. The correlations are around 0.65 at the firm
level.

3. There is more correlation between R&D and current expenditures on
innovation or between sales of new products and sales of products new to
the industry than there is between any of the two input and any of the two
output indicators of innovation.

4. Each country has its own pattern of sectoral specialization in innova-

17



tions.

In view of this, it might be advisable to consider a range of innovation
indicators. It is, for instance, useful to look at both the input and the out-
put indicators because they reveal different types of information. The input
indicators are predictors of future innovations whereas the output indicators
reflect past innovation efforts. One is forward-looking and the other one is
backward-looking. The output indicators have the advantage over the in-
put indicators to measure the success of innovation, that is, indirectly to
give more weight to innovation efforts that turn out to be successful. Al-
ternatively, one could consider devising a global innovation indicator taking
these various dimensions of innovation into account and aggregrating them

somehow in one index. This is the approach we shall pursue now.

3 A composite innovation indicator

A weighted index of the various measures could be constructed if a priori
one was ready to put more weight on some pieces of information than on
others. For instance, an innovation would be worth more if it corresponds

to a product new to the industry than if it is merely new to the firm but
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not to the industry; or an incremental innovation would be worth less than
a drastic innovation. Of course, these weights are subjective.

A more objective way of aggregating the various partial indicators is to
perform a principal component analysis on them to extract combinations of
variables which best summarize the total variation in the indexes.® A global
index of innovation intensity can then be obtained by taking the first prin-
cipal component or the sum of the first two or three principal components.
The ranking of firms by the principal components could be compared to the
ranking according to individual responses. The drawback of this analysis
is the absence of a model. In a way, one lets the data speak. It is there-
fore difficult to interpret the resulting principal components or the resulting
global innovation index. Usually the principal components are named after
the variables with the highest factor loadings. By using a varimax rotation,
i.e. a transformation of the factor loadings, in order to produce a simple

loading structure, one can venture to give a more clear-cut interpretation

9 Alternatively, one could do a factor analysis. In a principal component analysis, the
aim is to account for the maximum of the variance and covariance among the original
variables (in this case the innovation indicators). In a factor analysis, the goal is only to
explain as much as possible the interconnection between the variables (see Reyment and

Joreskog (1993)).

19



to each factor. Moreover, all information is treated as equally important,
whereas we know a priori that some variables are better measured or more
informative than others. For instance, Crépon, Duguet and Kabla (1996)
find unbelievable results using the dichotomous variable of innovation, which
are incompatible with the results obtained using the variable ”shares of sales
from new products”. They suspect a large measurement error in the former
variable, suspecting small firms to be more inclined to report innovations
which larger ones would not regard as such.

Hollenstein (1996) has performed such a factor analysis on Swiss innova-
tion survey data. The technical dimension of the data (R&D and technical
assessment of innovation) and the market orientation (share in sales of new
products) are the two factors singled out for product innovation, and the
input and the output side of the innovation process (R&D and technological
and economic assessment of innovation) are the two factors identifying pro-
cess innovations. Hollenstein (1996) relates his factor-based innovation mea-
sures to explanatory variables of innovation by way of a canonical correlation
analysis. He finds that the composite indicator is more correlated to the set
of explanatory variables (demand expectation, market structure, knowledge

appropriability, technological opportunities) than any partial indicator. A
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potential drawback of his analysis is that he examines only innovating firms.

Baldwin and Johnson (1996) define innovative firms as those above the
median value in the ranking on the first principal component from 19 vari-
ables pertaining to innovations (table 1, p. 791). From the ”Growing Small
and Medium-Sized Enterprise Survey”, conducted in 1989 on Canadian firms,
they use the responses of 820 firms to questions relating to the activities of
the firms (e.g. export performance, sources of financing, training, market-
ing, intensity of R&D), to their characteristics profile (region of operation,
ownership structure, country of control, size, occupational distribution, in-
volvment in mergers and acquisitions), and to their strategies (regarding
marketing, inputs, technology acquisition, management techniques, human-
resource). They find that innovative firms differ from non-innovative firms
in many respects (using the non-parametric Wilcoxon rank sum test): they
value human resources more highly, they place greater emphasis on the im-
portance of marketing, they strive for efficiency, they rely more on outside
sources of financing, such as venture capital, public equity, and parents and
affiliates, and less heavily on suppliers and financial institutions, they value
general government programs, they view management skills as a key to suc-

cess. While the authors distinguish innovating from non-innovating firms,
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they fall short of providing an index of innovativeness.

The other way of constructing a composite innovation indicator is the
econometric prediction of the conditional expectation of innovation from an
estimated explanatory model. Porter and Stern (1999) have constructed such
an innovation capacity index. They estimate a national innovation capacity
equation for 17 OECD countries and the period from 1973 to 1993 by re-
gressing international patenting per head on a number of variables supposed
to capture the basic determinants of innovation: factor conditions (human
resources, basic research infrastructure, information infrastructure and the
supply of risk capital), supporting environment (competition, innovation in-
centives, presence of clusters and local suppliers), and demand conditions
(sophisticated customers, anticipated needs). Not all these variables are
available for all countries or even easily measurable. Yet, on the basis of
a certain number of explanatory variables, they estimate an index, which in
their own words ”is the expected number of international patents per mil-
lion persons given a country’s current configuration of national policies and
resource commitments”. This index can then be applied to other countries
or future data to project their innovation capacities.

We shall in spirit follow their direction, but we shall depart from their
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work in three respects. First, we shall estimate a somewhat more structured
model, taking into account the qualitative nature of some of the data available
in the CIS surveys. Second, we shall base the index directly on firm data.

Third, we shall extract information from both innovators and non-innovators.

4 Model

The main objective of this paper is to construct a composite indicator of in-
novation from the variables contained in the Community Innovation Surveys.
The survey first identifies innovators and non-innovators. After giving some
general information about their enterprise, respondents have to answer yes or
no to the question ”have you introduced a new product or a new process, or
do you plan to do so in the near future?”. If the answer is yes, then they are
asked to give some figures about the amount of innovation input and output.

As was already mentioned above, quantitative data on innovation (R&D
expenditures, sales of new products) are available in CIS 1 only for those
firms which introduced a new product or a new process between 1990 and
1992. Hence exploiting only those data would restrict us to the universe of

innovating firms. If we limited ourselves to qualitative data, we could com-
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pute an ability to innovate index for all firms, but we would fail to exploit
the information we have on the amount of their innovation. Therefore we
suggest to estimate a generalized tobit model, with a separate structure for
the probability of innovating and for the amount of innovation. The esti-
mated model can be used to predict the probability of innovating and the
amount of innovation, given a set of values for the conditional variables.
Our index of innovation will then be defined as the conditional expectation
of innovation, which can be evaluated at different levels of the conditioning
variables. This procedure has the advantage of exploiting the dichotomous
information available for all firms in the survey (not just the innovating ones)
and the continuous variation contained in the quantitative data. Of course,
only variables for which observations exist for all firms can enter the latent
variable function. Given that certain variables are measured only for inno-
vative firms, the difference in specification between the qualitative and the
quantitative part of the generalized tobit is in part determined by the way
the CIS 1 questionnaire was set up.

We thus model the determinants of innovation with two equations. The
first one explains what makes a firm innovative or not. The second one

determines the amount of innovation conditional on the fact that the firm is

24



innovative. Formally, we assume that there is a latent variable y}; for firm i

generated by the first equation

*
Yl = T1ib1 + Uy

where zy; is a vector of explanatory variables, b; is a vector of coefficients
to be estimated, and wu;; is an error term due to unaccounted for influences,
such as the quality of the managers, organizational effectiveness, and the
degree of intellectual property protection.. If yj; is positive, the firm has
enough incentive to innovate and the dichotomous variable takes the value of
one (corresponding to ”yes, I innovated”). We expect the incentive to inno-
vate to be a function of technological opportunity conditions: it is more easy
to innovate in certain fields than in others. Since by and large opportunity
conditions are industry-specific, they can be approximated by industry dum-
mies. Industry dummies could also capture the effects of industry-targeted
innovation policies. We also expect the incentive to innovate to depend on
size. The size effect could reflect access to finance or scale economies. We
have classified firms into six size classes: with a number of employees less than
or equal to 49, between 50 and 99, between 100 and 249, between 250 and
499, between 500 and 999, and above 1000. Past growth can be a determining
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factor, as a predictor of future growth, as a demand-pull effect (see Brouwer
and Kleinknecht, 1999), or as a signal of easy access to capital financing.
The growth of sales between 1990 and 1992 is available in the dataset. Firms
that are part of a group are expected to benefit from knowledge spillovers,
internal access to finance, or synergies in marketing, distribution, and so on,
and to be more innovative because of this.

The only other variable available in the dataset, with observations for
both innovative and non-innovative firms, that we could could bring forward
to explain the probability of innovating is the degree of perception of the
obstacles to innovation. We have not included this variable among the re-
gressors for two reasons. First, perceptions are subjective and we do not
want to predict innovations on the basis of some subjective variable. Sec-
ond, various authors have found that the obstacles to innovation are more
perceived when firms actually try to innovate and face those obstacles than
when they do not innovate and hence do not encounter them (Baldwin and
Lin, 1999, Mohnen and Rosa, 2000). The sign effect of this variable can thus
go either way and therefore it is a bad predictor of the readiness to innovate.

The amount of innovation is modeled by another latent variable y;;.If

the firm is innovative, y;; = yo;, the latent variable is equal to the actual
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amount of innovation, otherwise the latent variable is equal to zero, or non-
observable. Since the percentage of innovative sales is bounded by 0 and 1,
the dependent variable in the second equation is specified in log-ratio form
(for a discussion of tobit models with bounded dependent variables, see Cragg

(1971)):

25 = In(ys;/ (1 — y3;)) = Taiba + ug;

where x9; is a vector of explanatory variables, by is a vector of coefficients
to be estimated and wus; is a stochastic error term reflecting omitted variables
and other sources of heterogeneity. When y;, = 0, uy = —oo and when
Ys; = 1, ug; = 0o. The explanatory variables in zy; are in principle the same
as those in z;;. However, for innovating firms we have more information to
explain the amount of innovation. We shall add in z5;, in addition to the
variables already intoduced in z;, various dimensions of R&D: the dichoto-
mous variable ”doing R&D on a continuous rather than occasional basis”, the
dichotomous variable indicating whether R&D is done in cooperation with
partners or not, and the R&D /sales ratio. We have not included current
expenditures on innovation as an innovation input, because, as documented
in section 2, this variable is badly measured. For the same reasons why we
have excluded the perceived obstacles to innovation, we have also excluded

27



the perceived strength of appropriability conditions for product or for process
innovations.

Since y3; is only observed when yj, > 0, uj; and ug; are likely to be
correlated. We assume their joint distribution to be a bivariate normal dis-

tribution

where u; = [uy; uy|', ¥ = [02 poios|poios 03] and 0 is a 2x1 vector of
ZET0S.

The generalized tobit model is estimated by maximum likelihood. We
maximize the likelihood of observing the y;; and y,; in our sample. Since the
dependent variable of the equation for the percentage of innovative sales has
been transformed, a Jacobian has to be added to the log likelihood function

to correct for the transformation. The log- likelihood function is given by

- -’E2ibQ}

InL = Y In[l— &b /o)) + Xlllmb (xubl + [pal/oi[ll%— Y2i))

+ ;ln(l/@)[y%(l — Y2i)] T B[(y2i — Taib2) /2]

where the index 0 under the summation sign refers to non-innovators and

the index 1 refers to innovators, ® is the standard normal distribution func-
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tion and ¢ the standard normal density function. Since only b, /0, is iden-
tifiable, we shall put o; = 1. Initial estimates are obtained from Heckman’s
two-step estimation: first, estimate the probit equation and compute from
it the inverse Mills ratio, and second, introduce this ratio as an additional
regressor in the ordinary least squares regression of the second equation, run
on positive values of y;;. Estimates of p and o5 can be retrieved from these
estimates (see Gouriéroux (1989), p.209). We assume the u; error terms to
be independently and identically distributed over all observations.

Our proposed index of innovation is then defined as the expected percent-
age of innovative sales for each enterprise conditional upon the values taken
by the explanatory variables. The mean of y,; conditional on the observed

values for the explanatory variables zq; and x5; is equal to

o) 1
E(y2i|$1i,$2z‘) = / /0 Yai f(uliayQi)dulidyQi-

—z1:b1
After some manipulations, this expression can be shown to be retrieved from
the area under a bivariate standard normal distribution function by the fol-

lowing formula

o0 o0
E(yai|z1i, 22;) =/ . / exp(waiby+oous;) /(1+exp(waiba+oous;)) f(ul;, ug;)dut;dus,.
—Z1401 v —0OC

where u3; = ug;/0a, uj; = wy; and f(uj; uj;) is the bivariate standard
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normal distribution with correlation coefficient p. This conditional mean is

then evaluated at the estimated values of by, by, p and 0.9

5 Results

As a measure of the amount of innovation ys;, we take the share in sales of
new, incrementally improved or significantly improved products, as no data
are available in Ireland for the alternative sharper measure of innovation, the
share in sales of products new to the industry. Some enterprises declare to
have introduced a new product or process but report no share in sales due to
new products. There could be a time lag between the introduction of a new
product on the market and the realisation of sales from this new product. As

we cannot, account for any time lags, we attribute the value of 0 or 1 to yy;

10Kleinknecht and Kleinknecht (1996) have estimated a similar model on the Dutch
CIS I data. They compared the determinants of the probability and of the intensity of
innovation using three types of indicators: the sales share of innovative products, the sales
share of imitative products and the number of new product and service announcements
in journals. They estimated this model on manufacturing as well as on service data and
they had access to original enterprise data instead of micro-aggregated data. They did

not, however, use their estimates to predict innovation and compare it across countries.
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according to whether yy; is equal to zero or takes a positive value. Missing
data for yo; are treated as zero responses. Missing data for R&D are also
considered as zero responses.

Table 5 presents some descriptive statistics. There are 62% of innovating
firms in the Danish sample and 68% in the Irish sample. The unweighted
average of the share in sales of innovative products is 26.6% in Denmark and
29.0% in Ireland. In table 3 we reported economy-wide or sales-weighted
average of 35.5% and 31.5% respectively. The Danish sample has somewhat
bigger firms than the Irish sample. Indeed, when we look at the size distribu-
tion by the number of employees we notice that the mode of the distribution
is in the 100-249 category in Denmark and in the 50-99 category in Ireland.
As large firms innovate more often than small firms (as we shall see), it is
normal that the weighted averages are larger than the unweighted averages.
A larger percentage of the Danish firms belong to a group. The mean R&D
intensity is similar in both countries, the variance is somewhat greater in
Denmark. Whereas more of the Danish firms cooperate on R&D, less of
them, compared to the Irish, do R&D on a continuous basis.

Tables 6 and 7 present the maximum likelihood estimates of the general-

ized tobit model for Denmark and Ireland respectively. The reference group
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is the smallest size class (betwen 20 and 50 employees) of enterprises in the
food, beverage and tobacco sector, with independent status, who do not en-
gage in collaborative and continuous R&D. The continuous variables (number
of employees, R&D /sales and sales growth rate) have been normalized. In
Denmark, the propensity to innovate is high in the sectors chemicals, machin-
ery and equipment, and electrical products, but also in vehicles. Innovative
sales are high in those same sectors plus textiles. In Ireland, the innovative
sectors, both in the percentage of innovative firms and in the sales share in
innovative products, are textiles, machinery and equipment, and electrical
products. Firms of greater size have a higher probability to innovate, but
the relationship between size and the probability of innovating is nonlinear.
In both countries, the share in sales of innovative products is not stongly
related to firm size.

Danish firms which belong to a larger consortium have a significantly
higher probability to innovate and also a higher share in sales of innovative
products. In Ireland, this variable hardly matters. Exactly the opposite holds
for past growth in sales. It has no effect on innovation in Denmark, whereas
in Ireland it significantly increases both dimensions of innovation. Regard-

ing R&D, the input into the innovation process, only the property of being a
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continuous R&D performer exerts a significantly positive effect on the share
in sales of innovative products in both countries. In Ireland, the R&D /sales
coefficient is marginally significant. In both countries, collaborative R&D
does not in itself increase innovative sales. The correlation coefficient p be-
tween the error terms u;; and uy; is high but imprecisely estimated in both
countries.

From these estimates of the qualitative and quantitative information of
innovation contained in the CIS 1 data, we can compute for each observation
in the sample the mean expected share in sales of innovative products condi-
tional on the observed values of the explanatory variables. This expectation
is computed from the joint probability distribution of the error terms in both
equations, the estimated threshold above which an enterprise becomes inno-
vative, and the estimated regression line of the share of innovative sales. In
table 8 we report the weighted averages by industry of the expected con-
ditional shares of innovative sales and of the observed shares of innovative
sales, over all enterprises (innovative or not). The difference between the
two averages is due to the fact that in the former we use the probability of
innovating, which lies between zero and one, and the predicted amount of

innovation conditional on being above the innovative threshold, and in the
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latter we use the actual amount of innovative sales for innovators and zero
for non-innovators.

In Denmark, the expected conditional average share in sales of innovative
products for all firms is 35.2%, not too far away from the observed aver-
age of 35.6%. In Ireland the two figures are even closer, 31.1% versus 31.5%.
The correlation between the observed and predicted innovation performances
weighted by the respective sales is 0.84 for all firms in Denmark and 0.64 in
Ireland. It means that in eight out of ten cases (six out of ten resp.) when
the actual figure is high (above its mean) the expected is high as well, or
both of them are low. The correlations are even higher for actual innovators.
The conditional expectations are substantially below the actual performance
for innovators: 35.6% against 47.6% for Denmark and 31.6% versus 41.0%
for Ireland. However, for actual non-innovators we predict a substantially
higher share in sales of innovative products: 22.8% in Denmark and 24.4% in
Ireland. At the industry level, the correlations between the expected condi-
tional shares and the actual shares are most of the time above 0.5 and often
even above 0.7. The industrial rankings in terms of expected percentages of
innovative sales are different from the rankings on the basis of the observed

percentages. The top innovative sectors are machinery and equipment and
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vehicles, followed by electrical products, chemicals and textile in Denmark,
and machinery and equipment, electrical products and textile in Ireland. In
both countries the food industry is much more innovative than actual fig-
ures make it look like whereas the opposite holds for the wood industry in
Denmark and the chemicals industry in Ireland. The greatest difference be-
tween our measure and the actual statistics on the percentages of innovative
sales regards the non-innovators. Even non-innovators have a capacity to
innovate given the innovation determinants we have taken into account. But
their expected innovation record is lower than for actual innovators.

If we want to compare Denmark and Ireland, we must have a common
structure. The figures in table 9 are not comparable because they are derived
from two sets of estimates. One solution would be to estimate a common
structure for the data generation process, the other solution would be to com-
pare their respective performance taking one of the two estimated structures.
The latter is what table 9 reports. In the first two columns we compute the
expected conditional means using the estimated Danish model, in the last
two columns we use the estimated Irish model. By analysing table 9, we can
draw four conclusions. First, the conditional predictions obtained with both

estimates are pretty close. Second, except for one industry the bilateral rank-
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ings between the two countries in terms of their expected shares of innovative
sales are identical. Third, Denmark seems slightly more innovative than Ire-
land, except perhaps for those firms that did not innovate between 1990 and
1992. Fourth, if we disregard the textile sector where the two estimates do
not pick the same winner, our results find Denmark more innovative than
Ireland in the production of petroleum and chemical products, rubber and
plastic, basic and fabricated metals, machinery and equipment and motor

vehicles and transportation equipment.

6 Conclusion

The Community Innovation Survey data contain a lot of information to con-
struct an innovation index, innovation being more encompassing than R&D.
It contains quantitative, dichotomous and polychotomous variables, and in-
formation about the input, the output, and the modalities of innovation.
We suggest to construct a composite indicator of innovation taking many of
these variables into account. Innovation is measured as the expected mean
share of sales due to new or improved products conditional on the innovation

input, the way innovation is organized, and some characteristics of the firm
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and its environment. The indicator is based on a generalized tobit model
which models the propensity to innovate and the amount of innovation in
case of innovation. It combines the quantitative and qualitative variables
contained in the database. The former are richer in content than zero/one
or categorical variables, as they are measurable on a continuous rather than
on just a discrete basis. However, they only pertain to innovating firms.
They are supplemented by constructing aptitudes of innovation for all firms
transforming a dichotomous variable into a continuous one.

An exploratory application of this measure to Danish and Irish innovation
data from CIS 1 shows that it can be applied, even within the limited set of
data available in CIS 1. It allows comparison between countries, industries,
firms in different size classes, innovators and non-innovators. By providing
an explanation for the propensity to innovate and the intensity of innovation,
it indirectly explains what makes a firm innovative. Counterfactual exper-
iments can then be run applying the characteristics of one firm to another
firm to compare innovation performances.

Our analysis leads us to conclude that the CIS 1 data indicate that Den-
mark is slightly more innovative than Ireland, but not to a great extent. The

potential to innovate for actual non-innovators is pretty much the same in
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both countries.

The indicator could be further improved in several directions. First, if
data on sales of products new to the industry were available for both coun-
tries, we could in a similar vein construct a sort of true innovation indicator,
while the above analysis was confined to imitators (products new to the firm
but not to the industry). Second, if data from CIS surveys could be merged
with other kind of data for the same respondent, such as capital, patent, or
balance sheet data, we would have a good chance to improve the predictive
performance of our model and construct more reliable innovation indicators.
Third, the innovation indicators may not to be representative for the entire
population of firms in the various subsamples.We could blow up the data to
the entire population, since the CIS survey provides raising factors. However,
these factors should be specific to each variable. Grossing up all variables by
a common factor would not change the innovation ratios. Fourth, we could
also estimate a common innovation structure by estimating the model on
pooled data. Fifth, we could generalize the model along the lines of Crépon,
Duguet and Mairesse (1998) by allowing for simultaneity between R&D, in-

novations and exports.
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Tablel
Data selection: criteria and outcome
CIS | micro-aggregated data, 1992

Criteria Denmark Ireland

Origina number of observ. 674 999

Minus small enterprises 644 762
Minus missing industry

affiliation 638 762

Minus very high and small 578 718

growth rates
Minus too high and small 559 692

R& D/sales and innov/sales




Denmark and Ireland, CIS I, micro-aggregated data, 1992

Table2
Partial innovation indicators; count measures

DENMARK
% of firms
Industr % of with
ngtéstry N “mbef o distri buti)(/)n innovating products % of R&D
code firms ) , performers
of firms firms new to
(in %) industry
FOOD 72 12.9 50.0 30.6 43.0
TEXTILE 24 4.3 50.0 25.0 33.3
WOOD 69 12.3 44.9 15.9 20.3
CHEM. 32 5.7 84.4 65.6 78.1
PLASTIC 32 5.7 65.6 375 62.5
NON-MET 28 5.0 67.9 50.0 57.1
METALS 78 14.0 61.5 43.6 48.7
M&E 97 174 72.2 55.7 64.9
ELECTRIC 64 11.4 82.8 67.2 78.1
VEHIC 27 4.8 63.0 44.4 63.0
NEC 36 6.4 38.9 25.0 25.0
Total 559 100.0 62.3 42.8 52.1
IRELAND
% of firms
Industr % of with
legléstry N umber of distri buti>(/)n innovating products % of R&D
code firms ) ; performers
of firms firms new to
(in %) industry
FOOD 101 14.6 63.4 - 59.4
TEXTILE 68 9.8 76.5 - 64.7
WOOD 84 12.1 45.2 - 41.7
CHEM. 80 11.6 73.8 - 68.7
PLASTIC 52 7.5 71.2 - S57.7
NON-MET 31 4.5 64.5 - 61.3
METALS 69 10.0 62.3 - 56.5
M&E 50 7.2 70.0 - 62.0
ELECTRIC 108 15.6 83.3 - 74.1
VEHIC 16 2.3 62.5 - 43.7
NEC 33 4.8 69.7 - 60.6
Total 692 100.0 68.1 - 60.7




Table3

Partial innovation indicators: quantitative measures (in percentages)

Denmark and Ireland, CIS I, micro-aggregated data, 1992

DENMARK
Current Sales of new Sales of
Industry Expenditures of Innovation roducts/total products new to
NACE code | R&D/tota sales| expenditures P <l industry/total
Jtotal sales s sles
All innova | All Innova| All Innova| All innova
firms tors firms tors firms tors firms tors
FOOD 1.3 25 0.5 0.9 12.1 22.6 4.4 8.1
TEXTILE 1.0 1.9 1.2 2.3 41.8 79.2 18.2 345
WOQOD 0.4 0.5 1.2 1.6 26.2 35.9 3.8 5.2
CHEM. 7.4 8.8 45 54 43.9 53.3 19.2 23.3
PLASTIC 2.0 2.8 2.8 3.8 215 29.9 3.2 45
NON-MET 0.9 1.1 1.7 2.1 13.7 16.9 3.3 4.0
METALS 2.4 3.2 1.9 2.6 26.3 35.8 3.7 5.0
M&E 5.9 6.5 2.7 3.0 60.2 66.7 14.9 16.5
ELECTRIC 7.8 8.4 7.5 8.0 45.0 48.1 18.1 194
VEHIC 35 3.7 3.8 4.0 80.3 84.0 46.5 48.7
NEC 1.2 2.1 14 2.6 25.9 47.1 51 94
Total 35 47 25 3.3 355 47.6 12.7 16.9
Small firms* 2.0 3.2 2.4 40 24.5 39.7 6.8 11.1
IRELAND
Current Sales of new Sales of
Industry Expenditures of Innovation roducts/total products new to
NACE code | R&D/tota sales| expenditures P <l industry/total
ltotal sales s sdles
All Innova| All Innova| All Innova| All Innova
firms tors firms tors firms tors firms tors
FOOD 0.7 1.0 0.6 0.8 21.1 321 - -
TEXTILE 1.1 1.3 1.6 2.0 30.3 37.3 - -
WOQOD 1.2 1.6 25 2.7 21.8 35.1 - -
CHEM. 2.5 31 3.7 4.6 27.8 36.0 - -
PLASTIC 1.3 15 2.7 31 447 51.2 - -
NON-MET 04 0.4 1.2 1.2 375 38.1 - -
METALS 14 2.6 2.3 3.2 31.2 511 - -
M&E 0.8 0.9 35 3.8 64.5 74.0 - -
ELECTRIC 2.3 2.6 55 6.1 49.6 55.4 - -
VEHIC 1.2 14 25 31 21.1 28.4 - -
NEC 0.7 0.9 2.0 2.6 24.4 33.6 - -
Total 1.3 1.6 2.2 2.8 315 41.0 - -
Small firms* 2.2 3.0 3.9 5.3 29.4 39.2 -- -

*Small firms are defined as those with below medium sales
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Table4
Correlations between partial innovation indicators for innovating firms
Denmark and Ireland, CIS I, micro-aggregated data, 1992

. . Sales of new Sales of products new
C;: :)fnn(;iltﬂrr]g/?(t;tgln products/total sales | to industry /total sales
saes
Denmark | Ireland Denmark | Ireland | Denmark | Ireland
0.63 0.68 0.06 0.09 0.08 -
Ré& D/total
saes
Current 0.08 0.01 0.09 -
innovation
expendit.
[total sales
Sales of 0.47 -
new
products
[total sales
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Table5
Summary statistics: Denmark and Ireland
CIS I, micro-aggregated data, 1992
(sample mean with sample standard deviation in parenthesis for continuous variabl es)

Variable Denmark Ireland

Dummy for innovators 0.623 0.681

% in sales of innovative products 0.266 0.290

(0.294) (0.308)

Dummy for 50-99 employees 0.242 0.249

Dummy for 100-249 employees 0.304 0.194

Dummy for 250-499 employees 0.141 0.090

Dummy for 500-999 employees 0.047 0.028

Dummy for >999 employees 0.032 0.007

Dummy for being part of a group 0.658 0.606

Sales growth (1990-92) 0.082 0.162

(0.230) (0.235)

R&D/sales 0.023 0.020

(0.048) (0.036)

Dummy for doing R&D 0.340 0.464
continuously

Dummy for doing cooperative 0.379 0.262

R&D
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Table 6. Maximum likelihood estimates of a generalized tobit model of innovative sales
Denmark, CIS I, micro-aggregated data, 1992

Variables Pr_opensi tyto | Asymptotic I_ntensi ty of | Asymptotic t-
innovate t-value innovation value
Constant -0.631 -3.28 -2.550 -6.92
TEXTILE 0.395 1.32 1.751 3.18
WOOD 0.098 0.44 -0.192 -0.46
CHEM. 0.848 2.85 0.882 1.82
PLASTIC 0.314 1.15 0.242 0.51
NON-MET 0.495 1.71 -0.522 -1.04
METALS 0.365 1.63 -0.041 -0.10
M&E 0.763 3.64 1.169 3.20
ELECTRIC 0.865 3.60 1.307 3.19
VEHIC 0.805 2.73 1.378 2.73
NEC -0.041 -0.14 0.463 0.85
50-99 employees 1.311 1.10 - -
100-249 employees 0.219 1.75 - -
250-499 employees 0.564 3.25 - -
500-999 employees 0.350 1.41 - -
> 999 employees 1.431 3.01 - -
Number of employees - - 0.076 0.98
Part of agroup 0.459 3.79 0.541 2.62
Sales growth rate:
1090-1992 0.027 0.47 0.010 0.11
R&D/sales - - 0.019 0.26
Doing R&D on a . . 0.345 2.17
continuous basis
Doing cooperative
R&D - - 0.209 1.31
Estimated standard | 1 (g meq) i 1.885 18.90
error of error term
Correlation coefficient 0.921 194

p




Table 7. Maximum likelihood estimates of generalized tobit
Ireland, CIS I, micro-aggregated data, 1992

Variables Prppens' tyto | Asymptotic I.ntensi ty of Asymptotic
innovate t-value innovation t-value
Constant 0.540 0.41 -2.343 -7.78
TEXTILE 0.560 2.92 1.438 3.75
WOOD -0.357 -2.02 -0.165 -0.42
CHEM. 0.231 1.28 0.365 0.99
PLASTIC 0.249 1.21 0.557 1.32
NON-MET 0.206 0.86 0.031 0.07
METALS 0.263 1.35 0.178 0.45
M&E 0.401 1.93 1.73 4.00
ELECTRIC 0.513 2.94 1.176 3.42
VEHIC 0.061 0.18 0.435 0.62
NEC 0.449 1.84 0.664 1.34
50-99 employees 0.197 2.22 - -
100-249 employees 0.039 0.40 - -
250-499 employees 0.361 2.37 - -
500-999 employees 1.189 4.05 - -
> 999 employees 0.441 0.79 - -
Number of employees - - 0.108 1.21
Part of agroup 0.132 1.20 0.018 0.08
Sales growth rate:
1090-1992 0.092 1.84 0.338 3.34
R&D/sales - - 0.107 1.64
Doing R&D on a i . 0.340 2.17
continuous basis
Doing cooperative
R&D - - 0.153 0.97
Estimated standard 1 (assumed) 232 23.43
error of error term
Correlation coefficient 0.96 198

p
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Table 8

Composite innovation indicator :
Denmark and Ireland, CIS I, micro-aggregated data, 1992

DENMARK \ IRELAND
Share in sales of new products
Predicted . Predicted ,
conditional | Observed Cgrrel ation conditional | Observed Correlation
) etween ) between
Industry fean weighted observed | e weighted observed
(weighted a\_/er?ge and (weighted a\_/er(?ge and
averege). "% predicted | 2/%r29°) n% | redicted
All firms 32.3 35.5 0.84 311 314 0.64
innovators 35.6 47.5 0.88 31.6 41.0 0.79
Non-innov. 22.8 0.0 - 24.4 0.0 -
NACE :
FOOD 23.5 12.1 0.13 28.5 21.1 0.46
TEXTILE 39.9 41.4 0.68 38.5 30.2 0.68
WOOD 18.2 26.2 0.88 21.4 21.8 0.43
CHEM. 41.0 43.9 0.91 28.7 27.8 0.56
PLASTIC 26.7 215 0.65 29.5 44.4 0.98
NON-MET 19.4 13.7 0.70 25.6 375 0.94
METALS 22.6 26.3 0.79 24.9 31.2 0.58
M&E 46.8 60.2 0.98 45.4 64.5 0.99
ELECTRIC 41.9 44.8 0.77 42.0 49.6 0.92
VEHIC 46.8 79.9 0.98 23.9 21.1 0.87
NEC 22.5 25.9 0.70 30.7 24.4 0.52
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Table9

Comparison of innovativeness in Denmark and Ireland:
predicted conditional means of the share in sales of new products,
CIS | microaggregated data, 1992

Predicted conditional means with
estimates from Denmark

Predicted conditional means with
estimates from Ireland

Average sharein sales of new productsin %

Denmark Ireland Denmark Ireland
All firms 32.3 30.4 33.3 311
Innovators 35.6 31.8 35.9 31.6
Non-innov. 22.8 25.8 254 24.4
NACE :
FOOD 23.5 26.0 28.0 28.5
TEXTILE 39.9 42.8 40.2 38.5
WOOD 18.2 18.8 18.2 21.4
CHEM. 41.0 36.1 35.8 28.7
PLASTIC 26.7 24.7 30.1 29.5
NON-MET 194 211 24.6 25.6
METALS 22.6 19.8 26.1 24.9
M&E 46.8 37.9 53.7 45.4
ELECTRIC 419 43.6 40.2 42.0
VEHIC 46.8 39.6 33.7 23.9
NEC 225 23.4 29.1 30.7
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Industry

Abbreviation

FOOD
TEXTILE

WOQOD

CHEM
PLASTIC
NON-MET
METAL

M&E
ELEC

VEHIC

NEC

Appendix

Industry definitions

NACE Industry definition

code
(rev.1)

15-16
17-19

20-22

23-24
25
26
27-28

29
30-33

34-35

36

manufacture of food, beverages and tobacco

manufacture of textiles, wearing apparel, dressing and dyeing of
fur, tannings and dressing of leather, luggage, handbags, saddlery,
harness and footwear

manufacture of wood and products of wood and cork, except
furniture, manufacture of straw and plaiting materials, pulp,

paper, and paper products, publishing, printing, and reproduction
of recorded media

manufacture of coke, refined petroleum products and nuclear fuel,
manufacture of chemicals and chemical products

manufacture of rubber and plastic products

manufacture of other non-metallic mineral products

manufacture of basic metals, fabricated metal products, except
machinery and equipment

manufacture of machinery and equipment NEC

manufacture of office machinery and computers, electrica
machinery and apparatus, radio, television and communication
equipment and apparatus, medical, precison and optica
instruments, watches and clocks

manufacture of motor vehicles, trailers, semi-trailers, and other
transport equipment

manufacture of furniture, manufacturing NEC
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